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Abstract
A system for vision-based ego location using ‘targets’ or ‘fiducials’ is described. The system is robust and operates
on commodity hardware in real time. The accuracy of the system is assessed and found to be good enough to
support some augmented reality applications. Two example applications are described: the control of an avatar
in a shared virtual environment and a video ‘joystick’ for manipulating 3D models.

Categories and Subject Descriptors(according to ACM CCS): I.4.8 [Image Processing and Computer Vision]: Scene
Analysis

1. Introduction

Augmented Reality (AR) involves mixing real-world and
computer-generated imagery seamlessly. For this to be pos-
sible, the position and orientation of the camera within the
real scene must be known, as must some properties of the
camera. Estimating the position and orientation of the cam-
era is a six degrees-of-freedom (“6-dof”) problem. In the
motion picture industry, where this type of mixing is most
widely used, the traditional approach is to instrument the
(live action) camera, then make the virtual camera mimic the
motions (and zoom changes). Latterly however, computer vi-
sion has been exploited to estimate this information from the
imagery, though there are some restrictions on camera mo-
tion, and performance is normally non-real-time.

The motivation for this research is the production of a
real-time augmented reality system that runs on commod-
ity hardware (i.e.,PC-class machines) and allows the user to
roam over a comparatively wide area, up to several hundred
metres — what we might calluntetheredAR. Untethered
operation can be achieved through the use of wearable com-
puters and wireless networks; but the problem of finding the
user’s position and orientation remains.1

Vision is attractive for this 6-dof position estimation prob-
lem because it is inherently untethered. Hence, an obvi-
ous approach is to estimate the observer’s position relative
to known, fixed points. Computer vision is not yet able to
cope robustly with arbitrary objects, so the best approach

available is to instrument the scene at known places with
specially-designed “targets” amenable to real-time process-
ing. These targets are often known asfiducials. This pa-
per describes a system that the authors have devised that
combines fiducials and appropriate vision processing, and
achieves real-time performance. The system, which has been
in regular operation for four years, is known as thevision po-
sitioning systemor VPS.

The mathematics that underlie VPS are fairly well-
established2; yet most published work has concentrated on
the pose estimation phase,i.e. the geometrical aspects of the
problem; there has been little published work on the consid-
erations that allow the principles to be translated into prac-
tice. Most important among these is the combination of fidu-
cial design and associated image processing, so this paper
emphasises these issues.

There are two well-known systems that are similar to
VPS. One was devised by the BBC3 as an intrinsic part of
a virtual studio, in which actors perform in an empty studio
and the set is chroma-keyed into place. This has now become
a commercial product. These fiducials take the form of con-
centric black and white circles, each pattern of circles en-
coding a unique value. This design facilitates real-time pro-
cessing and permits the centres of the circles to be found
accurately. The fiducials are suspended at differing heights
from the ceiling of the studio, and broadcast TV cameras
have mounted on them upward-pointing cameras that feed
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Figure 1: A room ‘instrumented’ with ceiling-mounted VPS fiducials

the positioning system. With care, an accuracy of a few mil-
limetres is achievable.

The other VPS-like system is theAR Toolkitfrom the Uni-
versity of Washington4. This system, which was developed
at roughly the same time as VPS, uses black patterns (orig-
inally Kanji characters) on white cards and works at near
real-time on SGI and PC hardware.

The next section considers the design of fiducials. Sec-
tion 3 then describes how these establisheddesiderataare
instantiated in the VPS fiducials. Section4 gives an overview
of the processing performed by VPS. Section5 presents an
overview of the estimation of position from fiducial posi-
tions, while Section6 presents results on the accuracy that
has been achieved. Example applications of the system are
outlined in Section7 and Section8 draws conclusions.

2. Fiducial desiderata

If one is attempting to determine one’s position relative to
a set of fiducials at known positions (Figure1) in real time,
this immediately imposes rather stringent requirements:

1. It must be possible for vision-based processing to iden-
tify fiducials unambiguously. False alarms, even for as
little as a single frame, cause the AR system to produce
unacceptable results and hence the false alarm rate must
be zero. (This is usually very difficult to achieve with a
computer vision system.)

2. Each fiducial must be unique in order to calculate posi-
tion and orientation correctly. It is helpful, but not essen-
tial, for a fiducial to encode a number.

3. The information encoded on the fiducial must be
amenable to real-time image processing from a range of
angles of observation.

4. It should be possible to estimate position and orientation
on a frame-by-frame basis,i.e. without any requirement
for temporal processing.

5. Fiducials should be inexpensive to produce: the authors’
research lab employs well over 150 of them, for example.

6. Monochrome patterns facilitate the use of chroma-
keying, while grey-levels in patterns are best avoided be-
cause of problems introduced by the automatic gain con-
trols of cameras.

7. Finally, it is helpful if a single fiducial can yield more
than one known position: this reduces the number that
must be visible to determine position and orientation or,
for a given number of visible fiducials, improves accu-
racy.

Of these, only the first two are absolutely necessary; the
other features enhance their practical value. As we shall see,
the VPS fiducial design scores on each of these points.

3. The VPS fiducial design

The authors’ first exploration into pose estimation using
fiducials employed circular bar-codes and spirals. However,
processing these types of patterns required a combination of
edge- and region-based vision techniques, which was slow
and lacked robustness. It was found that region-based pro-
cessing was generally the more reliable approach, so the de-
cision was taken that the VPS fiducials should be entirely
region-based.

Bearing in mind this point and thedesiderataoutlined
above, VPS fiducials comprise a set of black and white re-
gions. These regions are normally rectangular though, as we
shall see, non-rectangular regions can be employed equally
effectively. Although there are some subtleties involved,
what VPS (Section4) does is form the region-adjacency
graph (RAG) of the image; this is a fairly simple image pro-
cessing operation, easily achievable in real time.5 The RAG
is then searched to find any fiducials.

Examples of two VPS fiducials and their corresponding
RAGs are shown in Figure2. It can be seen that the outer
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Figure 2: Examples of fiducials and their RAGs

part of every fiducial contains the same pattern of regions,
termed thekey. This consists of a black region, inside which
are four white regions containing zero, one, two and three
black regions respectively. This pattern is sufficiently un-
usual that it does not occur in normal scenes — unlike, say,
patterns of concentric circles. Indeed, in roughly four years
of operation within and outside the research laboratory, VPS
hasneverexperienced a false alarm. A further advantage of
this scheme is that each fiducial providesfour locations (the
parts of the key) that can be used in the estimation process.

The central part of each fiducial encodes a unique num-
ber in its RAG. In principle, an arbitrarily large set of distin-
guishable RAGs can be produced, simply by recursively sub-
dividing each region. There is, of course, a practical limit to
the number of sub-divisions that can be achieved; the authors
normally work with an 11×11 grid which yields in excess
of 200 distinct targets (those in Figure2 are from this set).
However, to give the reader an idea of what is achievable,
the entire set of 9×9 targets is presented in Figure3.

The targets are actually generated as graphs, rather than
images, and then rendered. One rendering is as an image,
usually in the form of POSTSCRIPT. These rendered images
are then printed onto A4-sized paper using a laser printer,
making for inexpensive targets. The second rendering is as
a C structure (see Figure4), which ensures that the printed
targets match the program representation.

0 1 2 3 4 5 6 7 8 9

10 11 12 13 14 15 16 17 18 19

20 21 22 23 24 25 26 27 28 29

30 31 32 33 34 35 36 37 38 39

40 41 42 43 44 45 46 47 48 49

50 51 52 53 54 55 56 57 58 59

60 61 62 63 64 65 66 67 68 69

70 71 72 73 74 75 76 77 78 79

80 81 82 83 84 85 86 87 88 89

Figure 3: The complete set of targets for a9×9 grid

typedef struct entry {
int page;
char *ascii_graph;

} PageEntry;

PageEntry Pages[] = {
{0,"()"},
{1,"(())"},
{2,"(()())"},
{3,"((()))"},
. . .
{304,"(((()()()()()()))()())"},
{305,"(((()()()()()())()()))"}

};

Figure 4: Rendering VPS RAGs as a C structure
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(a) Original image (b) Result of bi-level thresholding

(c) Result of tri-level thresholding (d) RAG superimposed on processed image

(e) RAG with rationalised layout (f) RAG with grey nodes removed

Figure 5: The processing of fiducials
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4. Processing images of VPS fiducials

The image processing procedure essentially comes down to
converting an original grey-scale image of a fiducial (Fig-
ure5a) to its corresponding RAG, then matching that RAG
against one of a known target. However, there are a num-
ber of subtleties, expounded in this section. Firstly, thresh-
olding into black and white using a fixed threshold produces
poor results (Figure5b) because illumination typically varies
within an image. This suggests the use of some form of adap-
tive filtering. The particular scheme, believed to be novel,
that has been found most effective is

o(x,y) =







0 (black), i(x,y) < µ−ασ
2 (white), i(x,y) > µ+ασ
1 (grey), otherwise

wherei(x,y) is the value of the pixel indexed by(x,y), o(x,y)
is the resulting filtered pixel,µ andσ are the mean and stan-
dard deviation respectively of the region around(x,y), and
α is a threshold. This splits the image into regions that are
definitely dark and light, leaving the rest — those pixels with
values close to the local mean — marked as ambiguous (Fig-
ure5c).

The next step is to assign different labels to black, white
and grey regions. This process, called variously ‘connected
component labelling’ and ‘blob-finding’ in the literature,
is well-established5. The RAG describing black, white and
grey connected regions is then constructed in a similar way
to the connected components themselves (Figure5d and e).
This graph is then ‘slimmed’ as follows:

• merge all white neighbours of each grey area with each
other;

• merge all black neighbours of each grey area with each
other;

• remove grey areas from the RAG (Figure5f).

These operations are performed on the graph, not on the im-
age, and hence are rapid.

Having obtained a black-and-white graph of the entire
scene in this way, one must then locate those sub-graphs
that correspond to fiducials. This is achieved by searching
for the key RAG (Section3). (In fact, these RAGs are actu-
ally trees; nevertheless, standard graph-searching techniques
can be used.) Having located the key RAG, the fiducial’s
unique identifier lies in an adjacent graph connected via a
black node.

Although the image processing stage involves a number of
steps, each of them is simple. The robustness of the scheme
is evidenced by the fact that, in over four years of opera-
tion in many different environments, no pattern in the sur-
roundings has been mistaken for a VPS target. Moreover,
despite having been designed for rectangular fiducials, the
RAG-processing scheme is sufficiently general that it works
with other layouts too. For example, Figure6 demonstrates
that hand-drawn fiducials are perfectly acceptable. As long

Figure 6: Use of a hand-drawn fiducial

as connectivity is retained, a region can be reduced to a sin-
gle pixel and the processing will succeed. In terms of speed,
VPS achieves roughly 20 frames/sec on a 1.8 GHz Athlon-
based PC running Linux, including all video capture, pro-
cessing and display.

5. Pose estimation from fiducial locations

The general approach to the problem of estimating the cam-
era pose from known objects has received a great deal of at-
tention in recent years. Using homogeneous coordinates, one
can obtain an expression for the location in the image(u,v)
of a 3D position(X,Y,Z). With a little care, this can be sep-
arated into two components: the first describes the camera
itself (the so-calledcamera calibration matrix, C), while the
second,T, describes the orientation of the camera relative to
the origin (i.e., its pose):





u
v
1



 = CT









X
Y
Z
1









Given a number of image locations that correspond to known
3D points, one is able to build up a set of simultaneous equa-
tions whose solution determinesC, a process known ascam-
era calibration. Subsequently, one can use knowledge ofC,
the known 3D points and their image locations to calculate
T, the camera pose, again by solving a set of simultaneous
equations. The majority of workers do this using non-linear
techniques such as Levenberg-Marquardt, though it has been
pointed out that a linear solution should be adequate if effec-
tive calibration is performed.2

Calibration is typically performed using a special rig (Fig-
ure7) of known size, shape and configuration. This is invari-
ably non-coplanar to fulfill the “effective calibration” con-
straint. The normal way of using VPS is to calibrate the cam-
era prior to use; this is a requirement if one is using coplanar
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Figure 7: 12-target calibration rig

targets, as one does when attaching them to, say, the ceiling
of a room. However, with non-coplanar targets, one can cal-
ibrate the system as it is used. This latter approach is used in
the accuracy measurements for the non-coplanar calibration
rig presented in the following section.

6. The accuracy of VPS

Determining the accuracy of a system such as VPS is ac-
tually rather difficult. There are many external factors that
affect accuracy — including the positioning of targets in the
environment, the calibration of the camera, its lens distor-
tions, and video capture irreguarities — as well as those due
to the actual processing. The results described here are in-
dicative of the performance that can be expected in practice.

A good-quality, analogue, monochrome camera was used,
with a fixed focal length lens. Images were captured at
360× 288 pixels both to speed processing and to remove
effects due to the two fields in a PAL frame. Two particular
configurations have been examined:

A 3D calibration rig. This employs two sets of 6 fiducials,
each printed on a single piece of A4 paper, attached to
a rigid frame with an accurate 90◦ angle between them
(Figure7). Hence, the target positions are known accu-
rately, the configuration is small in physical extent and
non-coplanar.

Targets attached to the ceiling.By comparison, the target
positions are not known accurately (though locations are
nominally 60 cm apart), the space is large in physical ex-
tent and targets are coplanar (Figure1).

6.1. Using the calibration rig

Using the calibration rig with all 12 targets in view, 99 con-
secutive frames were captured and processed. The standard
deviations obtained were(0.00026,0.00046,0.00059) m for
the position and(0.021,0.025,0.017) degrees for the orien-
tation. These low values indicate that the system is stable,
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Figure 8: Deviations in angle during camera translation
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and show the limiting accuracy that can be achieved due to
noiseetc..

The camera was pointed at the calibration rig and moved
away in a straight line for a distance of 0.8 m, measurements
being taken at 0.1 m intervals. Deviations in the measured
angles and heights are presented in Figure8 and9 respec-
tively.
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Figure 12: Positional differences while translating in x

To determine the rotational accuracy, the camera was fixed
to a turntable and pointed at the calibration target. Great care
was taken to ensure that the principal axis was normal to the
turntable and aligned with its centre. The turntable was then
rotated 55◦ clockwise with measurements taken every 5◦.
The camera was then rotated back, with measurements again
being taken every 5◦. Figure10 shows that the forward and
backward passes (primed and unprimed angles respectively)
produce similar results. The variation is approximately linear
in the non-coplanar region, though less so when coplanarity
arises.

6.2. Using ceiling-mounted targets

The camera was pointed upwards to view the ceiling-
mounted targets and moved in a straight line parallel to the
x-axis over a distance of 4 m in 0.1 m steps. The deviations in
y andz are plotted in Figure11 and the differences between
successivex positions in Figure12. The errors in this case
have increased significantly beyond those obtained using the
calibration rig. Moreover, they appear to be systematic rather
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Figure 13: Variation of accuracy with number of targets

than random: fitting straight lines to each ofx, yandzyielded
a correlation coefficient of−0.94 between thex andy resid-
uals. It is also noteworthy that outliers appear when only a
single target (i.e.,4 points) is available and the problem be-
comes under-determined. Nevertheless, the accuracy is quite
adequate for the applications that have been developed using
VPS to date (Section7).

Finally, it is valuable to know how accuracy suffers as the
number of targets in view changes. The number of targets
was varied through software simulation, as this solves the
problem of gathering images of different numbers of targets
that are somehow “equivalent.” A single image of the 12 tar-
gets of the calibration rig was used. A set of 11 targets can
be formed in 12 ways by removing a single target from it;
similarly, a set of 10 targets can be formed in 11× 12 ways.
To avoid a combinatorial explosion of cases, an upper limit
of 100 combinations was employed and 100 random ways
of choosing a particular number of targets were automati-
cally selected. The baseline position to calculate errors is
that derived from all 12 targets. With a single target in view,
accuracy is around 20 cm while, with 11 targets in view, ac-
curacy is around 1 cm. The positional error decreases with
the number of targets but there are diminishing returns after,
say, 5 targets. After this stage, the biggest source of errors is
elsewhere.

In a similar way, an image of the ceiling was used with 8
identifiable targets, and again the number of targets was var-
ied by software simulation. The variation of the RMS error
with the number of targets is shown in Figure13 for both
the coplanar and non-coplanar cases. The accuracy is some-
what better in the coplanar case than the non-coplanar one.
This may seem surprising — conventional wisdom states the
converse — but merely reflects the fact that the calibration
data are more accurate in the coplanar case, as discussed in
Section5.

submitted toVision, Video, and Graphics (2003)

165



Johnston & Clark / Fidiucial Location

Figure 14: Use of VPS in a “video joystick”

Figure 15: Use of VPS to position an avatar in a virtual
environment

7. Example applications

As implemented, VPS is essentially a library, written in C
and usable from C++, which takes in an image and yields es-
timates of the position and orientation. The library also pro-
vides an interface to the video capture sub-system on Linux.
Location information can be fed directly into the industry-
standard OpenGL library. Ancillary information derivable
includes the positioning of fiducials in the scene and the
camera parameters.

To date, VPS has been applied to two specific applica-
tions. The first of these is a “video joystick” in which the
user rotates a cube with VPS fiducials attached to each face;
see Figure14. The motion of the cube is used to control
the motion of a 3D object within the computer, providing
a more natural 3D manipulation tool than, say, a mouse. In
Figure14, the object being rendered is simply a wireframe
model of a cube, which has been co-located with the real
cube and rendered using OpenGL.

The second application is to control the motion of an
avatar in a virtual environment (Figure15). VPS fiducials
are attached to the ceiling and an upward-pointing camera
attached to a person allows the wearer’s position to be deter-
mined continuously. The position and orientation are fed to

a shared virtual environment system6 and used to control an
avatar.

8. Conclusions and further work

This paper has provided an overview of VPS, a system
for performing position and orientation determination using
fiducials in real time on commodity hardware. Our experi-
ments have shown it to be reasonably accurate and excep-
tionally robust, and the paper has outlined some of the appli-
cations to which it has been applied.

VPS is available for download from

http://vase.essex.ac.uk/software/vps/

and is free for research use. The distribution comprises the
library, an example application, documentation, and≈ 300
fiducials in POSTSCRIPTform.

There are two specific areas to be addressed in the fu-
ture. The processing needs to take into account the radial
distortion that is always present in low-end lenses such as
those found on webcams. It should also be able to achieve
improved accuracy by performing a global optimisation of
target location data over the entire space.
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