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Figure 1: This image shows our alignment and reassembling pipeline for broken specimens used to assess creep ductility measurements. As
an input, we receive two series of images, each containing horizontally rotated viewpoints of a specimen half. However, due to mechanical
constraints, those are tilted (blue axis lines) compared to the rotation axis of their mounting (green axis lines). We correct this tilting in each
image with an axis fitting approach utilizing sinusoidal skew behavior. In a next step, we extract features from the specimen break points
and optimize a rotation and translation function to obtain an image state approximating a whole specimen shortly before the breaking point.
Those images are then used for a space carving approach and subsequently specimen characteristic extraction.

Abstract
Designing new types of heat-resistant steel components is an important and active research field in material science. It requires
detailed knowledge of the inherent steel properties, especially concerning their creep ductility. Highly precise automatic state-
of-the-art approaches for such measurements are very expensive and often times invasive. The alternative requires manual work
from specialists and is time consuming and unrobust. In this paper, we present a novel approach that uses a photometric scan-
ning system for capturing the geometry of steel specimens, making further measurement extractions possible. In our proposed
system, we apply calibration for pan angles that occur during capturing and a robust reassembly for matching two broken
specimen pieces to extract the specimen’s geometry. We compare our results against µCT scans and found that it deviates by
0.057 mm on average distributed over the whole specimen for a small amount of 36 captured images. Additionally, comparisons
to manually measured values indicate that our system leads to more robust measurements.

CCS Concepts
• Computing methodologies → Shape analysis; • Applied computing → Engineering;

1. Introduction

Constructing modern steel components with heat resistance proper-
ties requires precise knowledge of specific key material character-
istics. An important criterion is crack resistance, which is derived

† equivalent contribution

from creep ductility properties. These properties facilitate the dis-
tribution of stress peaks in critical areas [AB83].
Ductility is measured using experiments where steel specimens are
set up in multi-specimen creep test rigs. These rigs put temperatures
of 400 ◦C to 850 ◦C and tension up to 600 MPa on each specimen
[WWAG88; KGK87; KSK12]. After fixed durations, specimens are
taken out of their rigs to be scanned by an automated image based
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capturing setup with a measuring accuracy of 10 µm. This device is
illustrated in fig. 2. The images are used to create 3D reconstruc-
tions of the specimen, which are then used to assess creep ductility
properties. After up to 100000 h, a specimen will break into two
pieces ending an experiment. The broken half of a specimen as well
as an assembled specimen can be seen in fig. 1 The interpretation of
ductility parameters can be done by assessing the uniform elonga-
tion value that is derived from a specimen’s elongation and necking
over the course of an experiment and after the specimen is broken.
While the existing measurement system yields good initial results,
we identified two strategies to further improve the current accuracy
and robustness. First, manually mounting a specimen perpendic-
ular to the camera usually leads to a mounting error. The reason
for this is that humans do not have the capabilities to operate in a
micrometer scope. Furthermore, due to the heating process, mate-
rial warping will hinder specimen fastening. This leads to a skewed
specimen position. This results in images where the specimen axis
is misaligned in comparison to the turn-table axis. We propose an
algorithm that utilizes the detection of specimen angles, as well as
the turn-table angle to correct the alignment in the captured image
information.
Second, when a specimen breaks, the original process was to manu-
ally combine the two parts and measure them as a whole specimen.
This however requires an experienced engineer and, in addition,
this usually does not lead to reproducible measurements. Further-
more, manual fitting strategies are often times an invasive process.
We introduce a novel image based edge fitting algorithm that uses
a parameter-less approach to virtually reassemble broken specimen
halves in a robust manner, improving the fitting accuracy and ro-
bustness of the overall reconstruction.
While both algorithms are optimized for this special use case, they
can be generalized to work with any cylindrical shape.

In summary our contributions are:

• A deterministic, parameter-less, robust pipeline for high preci-
sion reassembly and reconstruction of broken specimens.

• A post-scan calibration for pan angle correction in images.
• A non-invasive and cost/time effective capturing process, with

an accuracy comparable to µCT measurements.

2. Related Work

The images used in this work are obtained through an orthographic
scanning setup [KvBG*21]. This setup uses a rotary table for spec-
imen mounting, a lab jack with a CMOS camera and a telecentric
lens to capture images, as illustrated in fig. 2. Furthermore, there
are two possible lighting setups, one that facilitates clear images of
the specimen surface and one that enables silhouette images with a
high capturing quality, especially in the region of a specimen edges.
The specimens that are scanned in the provided setup are always
cylindrical (cf. fig. 1). Furthermore, they contain two round ceramic
measurement markers, one on each end, on the front and back side
[AB83].

Our reconstruction approach is primarily based on the shape-
from-silhouette method [Bau74; AA20] which is well suited for the
rotary table setup. Methods for silhouette extractions are widely re-
searched and favor a highly controlled background, which we can
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Three-jaw
chuck

Mounting
frame

Specimen

Figure 2: Scanning setup for steel specimen [KvBG*21].

provide [Pic04; CBK04; McI00; EHD00; KSK*07; SAT06]. Those
extractions are used to create visual hulls [Lau94; MBR*00; Sch21]
of a specimen, using a space carving approach [KS99; MYA03].
The correction of rotation axes was not yet used for high precision
steel specimen evaluation task, but similar approaches have been
used in archaeology, for pottery reconstruction, and for a similar ro-
tation table setups [KSM05; MYA03]. The specimen rotation leads
to a sine wave pattern, and we can therefore utilize a sine wave fit-
ting method to calculate the maximal skew [Han00; AH03].
Our reassembling approach utilizes feature extraction based on
edge detection methods to identify and match fragment break
points, that originate from archaeological reassembling processes
[MK03; EDDP20; RN14]. Alternatively, there are 3D geometry
based approaches for mesh matching [SLLL17; LGZ20]. However,
we can not use a 3D approach, as we can not capture a high qual-
ity mesh of the edge, due to camera position constraints. To find
the original orientation of two broken specimen parts, a registra-
tion process is needed. This can be done with using the Euclidean
distance as error metric for broken pottery assembling [KS04], or
by utilizing a non-linear regression to fit a polynomial function for
an edge [RN14]. The most frequently used approach to reassem-
ble broken objects in the form of 3D meshes or point clouds is
the iterative closest point algorithm, which is used to find a trans-
formation to align two sets of points optimally [WC04; ZYM*15;
PJ17; Sak19]. A reasonable initial estimate can be used to avoid lo-
cal minima [PK03; LGZ20]. While several subroutines of the pro-
posed system have been discussed in previous work, to our knowl-
edge there is no system that utilizes these procedures for the virtual
reassembly of high precision scans of steel specimens.

3. Specimen Reassembly

We propose a pipeline that relies on images captured with the pre-
viously presented scanning system (section 2). These images are
captured uniformly in a defined rotational step size α around the
object (i.e. full 360◦). Our pipeline for specimen reassembly then
coarsely follows fig. 1: First, section 3.1 describes the calibration
that extracts the pan angle from the set of specimen images, fol-
lowed by the alignment process for two broken specimen parts in
section 3.2. Finally, section 3.1 describes the extraction of the spec-
imen point cloud.
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3.1. Pan Angle Calibration

The initial step for our reassembly system is calibration. Since there
is no trivial mechanical approach to mount arbitrary specimens on
a turntable in a way that their rotation axis is aligned with the rota-
tion axis of the turntable, we introduce a preprocessing step aimed
at correcting the input images as if their rotation axis would be
aligned. Therefore, we assume the basic shape of the major part of
the specimen—excluding the shaft for mounting and the fracture
edge—to be an inclined circular cylinder. Based on this assump-
tion, the object axis is defined as the ray through the centers of the
two circular surfaces of the cylinder. Subsequently, the specimen
pan angle is defined as the angle between object axis and rotation
axis of the rotary table. Our approach for image-wise determina-
tion of the object axes is based on the specimen contour. Due to the
environmental lighting conditions of the setup, contour extraction
from strong brightness changes in boundary areas of the specimen
is straightforward. The object axis in camera coordinates is then
determined as a linear function that minimizes the squared distance
to the left and right contour edges. The rotation axis of the rotary
table corresponds to the reflection axis of the object axes in two
images with a rotary angle difference of 180◦. Due to the camera’s
and rotary table’s static positioning, the rotation axis is static in the
images and usually close to 0◦, since the rotation along the view-
ing direction is fixed by design. To minimize errors in the rotary
table axis calculation, our system averages over the reflection axis
from all images. Our system then determines the pan angle of the
specimen image-wise using the object axes and the rotation axis.
The consideration of rotation matrix and projection matrix (paral-
lel projection) indicates that a sinusoidal wave-shaped correlation
of the pan angles exists in the images due to the projection from 3D
into 2D space. This characteristic is used for a global optimization
of the pan angle determination in terms of a three parameter sine
wave fitting [AH03] making estimated pan angle more robust.

Our system applies two corrections per image based on the
global pan angle representation. The first correction corresponds to
a rotation of the image parallel to the image plane by the pan angle
of the specimen in the image. This correction aligns all specimen
views with the rotation axis of the rotary table. The second cor-
rection represents a rotation of the image orthogonal to the image
plane by the pan angle of the specimen for a rotary angle differ-
ence of 90◦. This distortion corrects the error regarding the length
of the specimen due to the inclination into the image plane and is
only useful for very small pan angles, as for larger pan angles the
features of the specimen will be distorted. In both cases, the center
of rotation is determined as the intersection of the corresponding
object axis and the rotation axis.

Given the set of corrected images, we are able to safely proceed
with the following processing step of aligning specimen parts.

3.2. Alignment

Break Point Edge Extraction The registration process starts with
a feature extraction step that analyses broken specimens’ break
point edges. Therefore, our system leverages the cylindrical shape
of the specimen parts to unroll their surface onto a panorama plane
Pδ as follows in order to apply succeeding photometric consistency
checks:

P5◦

P−15◦

(a) Generate set of break point panorama images P .

(b) Compute similarity.

(c) Binarize, denoise.

Figure 3: Steps involved in extracting break point edge of a broken
specimen part.

Every panorama consists of the concatenation of flattened
chunks from the set of images. The position of the extraction re-
gion remains static in camera coordinates across images. As the
object rotates, concatenating the same projected region across im-
ages effectively unrolls the specimen. The parameter δ further de-
fines the offset angle representing the overall angular position of the
chunk. Figure 3a shows two break point panoramas with different
offsets δ for the same specimen. In the foreground of the images,
the specimen’s gage section surface is visible, which is aligned in
both panoramas and therefore has a constant appearance. The back-
ground shows the break point surface, which, however, differs in
appearance between P5◦ and P−15◦ . This is caused by the concav-
ities in the break point surface effectively violating the cylindrical
panorama projection, which result in different surface points being
sampled for the same orthographic projections.

Our system calculates photometric consistency based on the set
of available break point panorama images P extracted from dif-
ferent offsets in order to identify visual similarities between them.
High similarity indicates a high probability that a pixel belongs to
the gage section surface since the latter is always aligned and visi-
ble in the foreground of any panorama images. Therefore, our sys-
tem computes the cumulative difference image C:

C = ∑
(Pδ,Pδ′ )∈P×P

|Pδ −Pδ′ | (1)

Then, the cumulative difference image gets normalized and in-
verted, resulting in a similarity image as shown in fig. 3b. Pixels in
the panorama that reach a certain threshold are then defined as the
gage section. Additionally, we apply further denoising techniques
using mathematical morphology in order to be able to directly de-
rive the break point edge line from the processed panorama. The
choice of threshold impacts the accuracy of the extracted break
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point edge. Therefore, there is no optimal value that fits every
specimen dataset. This especially applies to less controlled envi-
ronments. Nevertheless, the actual registration process described in
the following gives a strong indication about the threshold quality,
making automatic threshold estimation possible.

Break Point Edge Registration We define the registration as the
problem of finding a shared coordinate system for both sets of spec-
imen images. The coordinate system of the first half is used as
the global coordinate system, and a projection must be found that
matches the break point edge of the second half. The projection
consists of the rotation of the second specimen half along the Z-axis
Rz, as well as its translation relative to the shared coordinate sys-
tem Tz. To estimate the correct rotation Rz of the second break point
edge, our system calculates the circular cross-correlation metric,
which is a measure of similarity between two signals as a function
of the displacement of one relative to the other [Wan19]. It is ap-
plied to two real finite discrete signals x, h ∈ Rn (i.e. the extracted
break point edge):

(x∗h)[m] =
n−1

∑
i=0

x[i]h[(m+ i) mod n] (2)

To find the optimal rotational correction Rz of the second break
point edge, our system computes the displacement resulting in
the highest circular cross-correlation. Finally, we determine the
translation Tz of the displaced break point edge along the speci-
men’s z-axis such that both break point edges coincide. Our pro-
cessing system achieves this by minimizing the matching error
ε = ∑i log(1 + |di|) where di is the signed distance between the
ith points of the compared edges. We additionally use the minimum
matching error (minε) as a quality metric for the overall registra-
tion process. This allows us, to optimize the process with respect
to different extraction thresholds, eliminating the need for a fixed
threshold.

3.3. Visual Hull Extraction

The corrected and aligned images are then used to determine the
visual hull [Lau94] of the specimen. This is done by space carving
[KS99], taking into account the parallel projection due to the ortho-
graphic camera. In this context, the object axis is aligned with the
Z-axis, which is centered horizontally and traverses the discretized
space vertically. This procedure ensures that the specimen or its
visual hull is oriented orthogonally to the footprint of the space.

4. Results

In the following experiments and accompanying results, we use im-
ages acquired with the orthographic scanning setup [KvBG*21]
where each image has the size of 5496× 3672 and a single pixel
corresponds to 8.5714 µm. In these experiments, we evaluate our
proposed specimen reassembly pipeline. First, we evaluate the pan
angle calibration on synthetic and a real specimen. This is followed
by experiments for the presented alignment methods. Here, edge
detection and registration are evaluated separately. Finally, the re-
construction is evaluated against real invasive micro computer to-
mography (µCT) scanned specimen and an outlook is given on the

feasibility of determining the distance between two broken speci-
men pieces.

4.1. Pan Angle Calibration

To evaluate the orientation of the pan angle, we take images every
10◦ (θ10◦ ), for a total of 36, to achieve a full 360◦ rotation. Figure 4
shows four exemplary images for such a set for a real specimen.
This image series has a pan angle deviation of 3◦ with respect to the
vertical image axis. The evaluation of the object axis is based on the
assumption that the steel specimens have a cylindrical shape. From
this, we derived that the axis is centered between the left and right
edge of the silhouette at every point. Consequently, the distances
from the axis to the left and right edge of the silhouette orthogonal
to the axis are identical or in other words, their difference is zero.
The actual average and maximum deviations in pixels between the
true and determined object axis for a real and a synthetic specimen
are denoted in the supplemental material.

The results for the synthetic specimen indicate that the average
deviation of the determined object axis concerning the defined ob-
ject axis, considering its entire image set, is significantly less than
one pixel. Similarly, the maximum deviation of the determined ob-
ject axis with respect to the real object axis is slightly greater than
two pixels. Both values are very small in relation to the image res-
olution. For the real specimen, the overall deviation is higher, but
this is as expected due to the less controlled environment. The av-
erage difference in the images is about 1.163 pixels. In contrast,
there is an increase in the maximum difference to a value of about
16 pixels. This is caused by additional noise in the image and by
the greater partial deformation of the cylinder lateral surface caused
by the load test. Nevertheless, this illustrates that even with a real
specimen, the overall average deviation per image, relative to the
resolution of the images, is low.

Furthermore, we evaluate the correlation between the determined
object’s pan angle and the rotary table axis. We found that the pan
angles for the synthetic specimen correspond to a cosine wave with
an amplitude gain of −3.0. Comparing the local angles determined
using the axes and the true angle plot indicates a maximum absolute
difference of approximately 0.0046◦ between local and true angles.
The comparison of the local pan angles with the true angle is given
in the supplemental material.

4.2. Alignment

Break Point Edge Extraction Identical to the experiments regard-
ing the pan angle alignment, we use multiple captures given by
the rotary table setup with θ10◦ . To evaluate the significance of the
number of captures for the edge detection, we additionally test with
θ20◦ and θ30◦ and correspondingly less images.

Figure 5 illustrates the panorama image P−5◦ of a synthetic spec-
imen for step size of θ10◦ . Thereby, the calculated break point
edges for 10◦, 20◦ and 30◦ are superimposed to allow for a visual
comparison. The results indicate that although a step size of 30◦

suffices for the most part, it also imposes some inaccuracies, which
can be seen at 1 and 2 . A similar result can be observed in fig. 6
and fig. 7. In the former one, some divergence of the detected edges
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Figure 4: Images of the real specimen with the global rotation an-
gle of the turntable (blue) and the local specimen angle (teal). The
first and second image have the maximum tilt into and against the
camera (0◦ as baseline and 180◦ rotation). Furthermore, the ce-
ramic measurement markers can be seen. The third and fourth im-
age have the maximum tilt on the image axis (90◦ and 270◦).

1 2

Figure 5: Detected edges of the two halves of a 3D specimen at
multiple step sizes. Some minor inaccuracies can be seen at 1
and 2 , where 10◦ performs best.

occurs at 1 where the gage section surface is particularly reflec-
tive. This causes gaps to open up during the morphological opening
operation which are then closed with the edge repair algorithm, as
recognizable by the straight lines around 1 . A more severe error
can be seen at 2 where the edge with step size 30◦ briefly diverges
from 10◦ and 20◦ indicating that there is not enough information
in the reduced amount of specimen images to distinguish the break
point surface. In fig. 7 the specimen illustrated contains minor dis-
crepancies at 1 , 2 and 3 . The area around 4 once more em-
phasizes the challenge with reflective surfaces, as this part of the
break point is completely avoided by all three edges. This happens
when some false negatives in the binarized similarity image caused
by the reflective region are enlarged in the morphological opening

1
2

Figure 6: Detected edges of a real specimen at multiple step sizes.
Inaccuracies can be seen at 1 and 2 , where 10◦ performs best.

1

2

3
4

Figure 7: Detected edges of a real specimen at multiple step sizes.
Minor inaccuracies occur at 1 , 2 , and 3 . 4 illustrates the
challenge with reflective surfaces that result in avoiding the break
point on all three edges
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Figure 8: Adjusted Real-3 specimen registered edges

operation, in this case completely separating it from the gage sec-
tion. The presented results justify the step size choice of θ10◦ . This
is especially noteworthy from the perspective that both the align-
ment and the capturing time do not increase noticeably.

Break Point Edge Registration The successful match of two
specimen halves requires matching the translation T and rotation
R of two break point edges constrained through the binarization
threshold t. Hereby, one specimen half needs to be rotated and
translated before it is possible to reassemble them. Similar to the
preceding experiments, we evaluate multiple θstep. Table 1 depicts
the performance of two synthetic and three real specimens and
shows the respective ground truth data (if available) of the optimal
translation and rotation. Furthermore, we provide the matching er-
ror ε and computed threshold.

The results for t indicate that a lower threshold is required for
more complex geometries to achieve the smallest matching error.
The most prominent differences in threshold values are observed
for the 3D and Real-3 samples, which have the simplest and most
complex geometries respectively. The results also show that there
is no universal value for t that works well for all sample data sets.
Instead, an optimal value for t must be determined individually
for each sample, which is achieved by our registration algorithm.
Moreover, the results show that our algorithm is able to approxi-
mate the exact rotational error Rz, which ranges from 174.51◦ to
174.75◦ for the 3D specimen and from 174.26◦ to 174.51◦ for the
3D-skewed specimen well. The matching error ε correlates primar-
ily with the step size θstep. Thus, an increasing step size leads to
an increasing matching error. This observation confirms our find-
ings from the preceding experiments, where we outlined that edges
extracted at larger step sizes generally contain more noise and are
therefore less accurate. Lastly, a notable result is that the match-
ing error for a registration with manually adjusted edges for Real-
3, is the highest of the experiments, even though the edges were
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(a) Registered edges of the 3D specimen.
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(b) Registered edges of the 3D-skewed specimen.

0 π/2 π 3π/2 2π

Cylindrical offset [rad]

50

100

150

200

Im
ag

e
of

fs
et

[p
x]

(c) Registered edges of the Real-1 specimen.
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(d) Registered edges of the Real-2 specimen.

Figure 9: Registered break point edges extracted with θ10◦ .

modified to increase accuracy. This is due to a torn piece, which
is situated at the large gap between the edges shown in fig. 8 and
drastically increases the matching error. Nevertheless, we observe
that our algorithm was able to successfully match the edges even in
the absence of geometry on the opposite half. To check the valid-
ity of the other four specimens, we plotted the registered edges for
θ10◦ in fig. 9. In doing so, we can see that our algorithm maps the
synthetic specimens almost perfectly and even the real specimens
with sufficient accuracy. In general, the error is more pronounced
for real samples. This is due to the fact that a large amount of mate-
rial degradation can occur as a result of the load tests, which causes
that the edges cannot be positioned unambiguously on top of each
other.

4.3. Visual Hull Extraction

Figure 10 shows a real specimen and the 3D model of the visual
hull from the same viewpoint for a direct comparison. In addition,
a visual overlay of specimen, colored in red, and visual hull, col-
ored in blue, is given to highlight divergences. Areas where spec-
imen and visual hull coincide are colored in purple. The view of
the specimen and the 3D model chosen in the figure is representa-
tive of the 3D appearance of the visual hull. Based on the figure,
it may become evident that the visual hull is a good approxima-
tion of the actual specimen. A detailed observation indicates that
primarily the sharp-edged areas of the fracture edge have minimal
deviations. These indications are confirmed by the evaluation with
the µCT scanned specimens. With the help of this sophisticated but

Table 1: Registration results. The columns RGT and TGT show the
ground truth for the rendered specimens. The ground truth for Tz
differs between the rendered specimens due to a vertical displace-
ment of the break point images of 3D-skewed caused by the dis-
placed specimen’s tip. This displacement is taken into account in
the ground truth data for 3D-skewed.

Sampling t Rz RGT Tz TGT εεε

3D

θstep = 10◦ 230 174.75◦ 175◦ 27 28 898.39
θstep = 20◦ 219 174.51◦ 175◦ 28 28 1203.13
θstep = 30◦ 210 174.51◦ 175◦ 28 28 1351.04

3D-skewed

θstep = 10◦ 221 174.51◦ 175◦ 13 21 2118.79
θstep = 20◦ 215 174.26◦ 175◦ 16 21 2401.88
θstep = 30◦ 206 174.26◦ 175◦ 14 21 2379.31

Real-1

θstep = 10◦ 212 2.35◦ - 1 - 2658.36
θstep = 20◦ 210 1.83◦ - 6 - 2947.69
θstep = 30◦ 205 359.09◦ - 7 - 3155.65

Real-2

θstep = 10◦ 211 170.2◦ - -4 - 2731.18
θstep = 20◦ 215 169.72◦ - -7 - 2947.02
θstep = 30◦ 212 169.72◦ - -6 - 3257.36

Real-3

θstep = 10◦ 204 174.19◦ - 64 - 2970.06
θstep = 20◦ 205 168.39◦ - 56 - 2979.62
θstep = 30◦ 210 175.94◦ - 63 - 3278.16

adjusted - 180.87◦ - 63 - 3443.7

(a) Specimen (b) Visual Hull (c) Visual Overlay

Figure 10: Comparison of specimen and visual hull. (a) shows the
steel specimen of the data set, (b) the 3D model of the visual hull
and (c) the overlay of specimen (red) and visual hull (blue). The
viewpoint for specimen and visual hull is identical.
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Table 2: µCT and reconstruction comparison. Distances are de-
noted in mm.

Specimen Mean Distance Standard Deviation

AMA55Z2top -0.0941 0.5415
AMA55Z2bottom -0.0662 0.0929
AMA55z3top -0.0827 0.1103
AMA55z3bottom -0.0993 0.4396
AMA55z262top -0.0128 0.0531
AMA55z262bottom 0.0260 0.0586
AZK6z3top -0.0638 0.0138
AZK6z3bottom 0.0112 0.2301

−0.4
−0.2

0
0.2
0.4

Figure 11: Aligned µCT mesh with our reconstructed point cloud
colored according to the Euclidean distance. Distances are in mm.

expensive method, it is possible for us to gain access to a precise
reconstruction and to compare our method with it. Table 2 shows
our reconstruction result compared to the µCT data. To obtain this
data, we manually aligned our generated point cloud with the CT-
generated mesh. Afterwards, we densely sampled the CT mesh and
applied the ICP algorithm with a fixed scale to align both sources
as accurately as possible. The actual distances are then determined
using the nearest neighbor distance (Euclidean distance). Beyond
this, we have found that we get the most accurate results when we
manually remove the edge of the break point, as this negatively af-
fects the alignment process and does not reflect the precision of the
overall specimen reconstruction. An example of the distances of
the two aligned point clouds that illustrates this issues is shown in
fig. 11. Overall, our results show a high precision and confirm the
effectiveness of our reconstruction method.

Distance Measurement To study the material expansion during a
fracture, the distance is required. Table 3 depicts the differences
between the manual and our automatic method. The distance is ob-
tained twice by measuring at two points, LA and LB. This invasive
measurement method may cause material wear. Our method de-
termines the distance based on the visible markers. The accuracy
of our method is shown by the comparison with the non-fractured
specimen. In this case, we measure the same distance in mm, ac-
curate to two decimal digits. Despite having a noticeable differ-
ence between the manual and the automatic measurement of the
reassembled specimens, both methods measure a similar distance.
This deviation is justified by the fact that our method finds a near-
optimal rotation and translation according to our experiments and
that our pan angle alignment avoids any distance distortion bias,
which occurs in manual measurements.

Table 3: Distance measurements of two assembled and one non-
fractured specimen. In the manual case, the two halves are pressed
onto each other by eye.

Specimen
Manual

(LA)
Manual

(LB)
Automatic

(Ours)

Reassembled 1 51.8661 mm 51.8365 mm 52.4757 mm
Reassembled 2 50.2190 mm 50.1975 mm 51.1375 mm

Full 30.4125 mm - 30.4114 mm

5. Conclusion and Future Work

The designing process of modern steel components with heat-
resistant properties requires detailed knowledge of accurate mate-
rial properties. We have identified two strategies to further improve
the current approach, focusing on accuracy and robustness. First,
we developed a novel post scan pan angle correction to diminish
mechanical and human error sources. Second, we introduced a reg-
istration and reassembly algorithm for highly precise and robust fit-
ting of broken specimen halves. This whole pipeline is non-invasive
and inexpensive in comparison to µCT reconstructed specimen. Our
results show that the mean deviation of our system is only 0.057
mm distributed over the whole specimen for sets of 36 images,
which can be scanned in approximately five minutes. Furthermore,
we are more robust, precise, and less error prone than current state-
of-the-art microscopy measurements. We achieved this through a
deterministic approach that is independent of human capabilities
and counteracts past error sources. In future work, we want to ex-
pand our methods for a broader range of specimen shapes and gen-
eralize to a more scanning system independent approach.
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