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Abstract

Training and inference of convolutional neural networks (CNNs) on truncated signed distance fields (TSDFs) is a challenging
task. Large parts of the scene are usually empty, which makes dense implementations inefficient in terms of memory consumption
and compute throughput. However, due to the truncation distance, non-zero values are grouped around the surface creating
small dense blocks inside the large empty space. We show that this structure can be exploited by storing the TSDF in a block
sparse tensor and then decomposing it into rectilinear super blocks. A super block is a dense 3d cuboid of variable size and
can be processed by conventional CNNs. We analyze the rectilinear decomposition and present a formulation for computing
the bandwidth-optimal solution given a specific network architecture. However, this solution is NP-complete, therefore we
also a present a heuristic approach for fast training and inference tasks. We verify the effectiveness of SuBloNet and report
a speedup of 4x towards dense implementations and 1.7x towards state-of-the-art sparse implementations. Using the super
block architecture, we show that recurrent volumetric fusion is now possible on large scale scenes. Such a systems is able to

reconstruct high-quality surfaces from few noisy depth images.

(see https://www.acm.org/publications/class-2012)
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1. INTRODUCTION

Deep learning has achieved major breakthroughs in various image
processing tasks. However, a direct application of 2d models to 3d
problems is often not feasibly due to increased memory consump-
tion and compute requirements. The underlying sparsity of 3d input
data has driven researchers to develop architectures that operate di-
rectly on point clouds or indirectly on sparse voxel grids. This sig-
nificantly improves 3d classification tasks, for example, a pedes-
trian detection in LiDAR data of a self-driving vehicle. In some
fields, such as 3d reconstruction, sparse architectures have not been
explored yet because the underlying truncated singed distance field
(TSDF) requires many non-zero samples around the surface. The
additional overhead of sparse convolutions outweighs the increased
memory consumption of traditional dense neural networks result-
ing in similar or worse performance for moderately sized scenes.

In this work, we present SuBloNet, a novel architecture designed
for efficiently processing block sparse features arising in real-time
TSDF-based reconstruction. As a first step, we search super blocks
in the input data, which are large rectangular non-zero blocks of
features. These super blocks are extracted and passed through a
fully convolutional neural network and then copied back to its orig-
inal block sparse structure. We can therefore leverage the high effi-
ciency of dense volumetric CNN implementations while also sup-
porting large scale scenes. We validate our approach by comparing
it to state-of-the-start methods showing a speedup of 1.7x on room-
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scale indoor environments. Using our method we also present a
novel incremental depth fusion approach that is able to reconstruct
clean surface from a stream of noisy depth images in real time.

In summary, the contributions of our work are:

e A novel neural network architecture for processing block sparse
input data

o An efficient algorithm for decomposing block sparse tensors into
super blocks

e An incremental depth fusion approach that is able to reconstruct
large scenes in high resolution

2. RELATED WORK

Sparse tensor architectures for deep learning have been explored
extensively in the recent years. We usually differentiate between
weight sparsity, activation sparsity, and feature sparsity. These do-
mains require different implementation techniques and are used for
different applications.

Sparsity in the weight domain is the most explored form and
builds on the idea of removing weights close to zero [LDS*89].
It has been shown that this approach significantly reduces model
size [HPTD15] and energy consumption [YCS17] with only a
small hit to accuracy. However, expected run-time improvements
are often only theoretical because consumer hardware is optimized
for dense filter operations [NUD17]. Special hardware has then
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Figure 1: Overview of our super block processing pipeline. The
block sparse TSDF (left) is decomposed into super blocks. These
blocks are dilated by the neural network’s receptive field size and
collected by a gather operation. After that, every block is processed
by the network, and scattered back into the original structure. This
concept can be used for all problems with block sparse input data.

been introduced to process the sparse models with impressive per-
formance gains over CPUs and GPUs [HLM*16, PRM*17]. To
avoid the need of custom hardware, recent work focuses on struc-
tured pruning, which involves removing groups of weights instead
of individual edges [SCYE17, AHS17, WWW*16]. In the gen-
eral case, this results in a block-sparse weight matrix, which im-
proves computational efficiency of linear layers [GRK17], convo-
lutional layers [MHP*17, WGH*21, VK*19], and recurrent neural
networks [NUD17]. Further constraining block-sparsity to a sin-
gle dimension, for example, channel pruning [LLS*17, HZS17],
neuron pruning [HPTT16], and filter pruning [LKD*16, LWL17,
HLW*19, IRCC17], allows the reduced models to be executed
using the highly optimized dense matrix operations. Other ap-
proaches of reducing the number of weights exploit the sparsity
of the ReLu activation function [SC17,DHY Y 17], apply quantiza-
tion [ZYG*17, CEKL16], or approximate the weight matrix using
a low rank decomposition [LWF*15,DZB* 14, LGR* 14, KPY*15].

Sparsity in the feature domain is significant for applications
where only a fraction of the input space contains relevant data.
The sparsity is exploited by either running dense neural networks
on partial point clouds [QSMG17,QYSG17] or using special con-
volution operations on sparse tensors [GvdM17, CGS19, TLZ*20,
TQD*19]. The latter approach has proven to be more successful on
common segmentation and classification tasks, though the sparse
convolutions introduce additional overhead compared to dense op-
erations. If the input consist of dense non zero blocks inside large
empty space, the block sparse approach of SBNet [RPYU18] out-
performs the more general sparse networks. They subdivide the in-
put space into a uniform grid of blocks and define a binary mask
that captures the non-zero pattern. Convolutions are then only ap-
plied on the selected blocks using a gather, convolve, scatter ap-
proach. Our method, which is presented in Section 3, also processes
block sparse input data. However, we further combine neighboring

non-zero blocks and store the sparsity in a coordinate format in-
stead of mask. This reduces memory consumption, as well as, in-
creases performance if the input contains large dense regions.

Rectilinear decomposition is the task of finding a set of rect-
angles that covers a rectilinear polygon [SHIF12]. This will be
used in our work to increase neural network performance by par-
titioning block sparse tensors into super blocks. In previous work,
many different 2d decomposition algorithms have been proposed.
They range from quadtree decompositions [WHLO1] over heuris-
tic approximations [NS88] to the optimal graph-based solution
[Fra86, SG93, AKR99, SHF12]. These algorithms have been suc-
cessfully used in various applications, for example, binary image
compression [MF95], VLSI mask fabrication [LTL89], and opti-
mizing two dimensional databases [LLL*79]. In the three dimen-
sional case, only few researchers have approached this problem
[Jai02, HIF19] because computing the optimal decomposition is
known to be NP-hard [DK91].

In the application domain of volumetric fusion from depth im-
ages, the seminal work of Curless et al. [CL96] is now used in
many real time reconstruction systems. KinectFusion [IKH*11] in-
crementally constructs a truncated signed distance field (TSDF) on
a uniform grid while tracking the RGB-D camera. This was later
improved by implementing a block sparse architecture to store the
TSDF values only around the surface [NZIS13,DNZ*17, PKG*17,
RMO*19]. Other approaches, which focus on high-quality of-
fline reconstruction, use hierarchical tree-based structures to cap-
ture variable scale [FG11, SKC13]. Recent advancements in deep
learning also show good results for surface completion, filter-
ing and reconstruction [DRB*18]. Various approaches have been
explored that make use of a uniform TSDF grid [MvAB*20],
octrees [ROUG17, RUBG17], or an implicit surface representa-
tion [PFS*19,CZ19, MON*19]. The recent method RoutedFusion
[WSPO20] uses deep neural networks to integrate depth images
into a uniform TSDF of fixed size. Their pipeline consists of a rout-
ing stage, which preprocesses the input, and a fusion stage, which
predicts the new TSDF values. Our approach (see Section 3.3) im-
proves on this concept by fusing the depth images in latent space.
We also use the novel super block architecture to improve the effi-
ciency and enable interactive reconstruction of large scale scenes.

3. SUPER BLOCK ARCHITECTURE

The most common data structure for real-time 3d reconstruction
from depth images is a truncated signed distance field (TSDF).
Each voxel stores the signed distance to the surface up to a thresh-
old #;. Voxels with a distance larger than #; are not relevant and can
be discarded. It has been shown, that a sparse structure of voxel
blocks can reduce memory consumption significantly and allows
real-time operation on large-scale scenes. This structure consists of
N blocks of d> voxels, in our case d = 8, with C channels each and
is stored using a data tensor D and a structure tensor S.
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The goal of this work is to build a neural network architecture
that is able to efficiently process block sparse TSDFs. A high-level
overview of our pipeline is shown in Figure 1. The first step is to
decompose the structure S into a list of rectilinear super blocks,
which are 3-dimensional cuboids of arbitrary size. For example, a
super block with dimensions 3 x 3 x 3 contains 27 blocks and 27 - d°
voxels. We then dilate each super block by the receptive field size
of the neural network and extract each cuboid by a gather operation.
The extracted super blocks are passed through the dense network
and scattered back into the original sparse structure. Since we have
to add the network’s receptive field, it is sometimes more efficient
to create fewer overlapping blocks than more disjunct blocks. For
example, the blue armrest in Figure 1 intersects the red seat and the
green backrest covers multiple empty cells.

In the following section, we present the bandwidth-optimal de-
composition for a given receptive field size. After that, we derive an
approximation algorithm, which is able to produce a high-quality
solution in polynomial time.

3.1. Optimal Rectilinear Cover for CNNs

Every binary three dimensional discrete shape S can be decom-
posed into K > 1 rectilinear cuboids 8 = {By,B>,...Bx} where
each cuboid is defined by the two opposing vertices B; = (a,b)
with a,b € Z3. We call the decomposition a bijective cover if the
partitions B; do not overlap and the union of all cuboids is identical
to S:

BiNBj=0 Vi, j
1

Cx=

s=|JB

k=1

Due to the fact that processing empty and redundant cells does not
change the final result of a neural network, a bijective cover is not
required in our case. It is enough to ensure that the input structure
S is a subset of the decomposition.

K
Sc B )

k=1
Applying a CNN to the cuboid list B requires each element of 3 to
be dilated by the CNN’s receptive field radius r. Since we operate
on a block granularity of 83 voxels, a CNN with four 5 x 5 x 5
convolutional layers has a receptive field radius of r = (4-2)/8 =1
block. The memory consumption after gathering the super blocks
V depends on r and can be defined using the Dilate function which

expands every block by the receptive field radius.

V,(B) = Volume(Dilate(B, r))
Volume(B) = (by — ay) - (by —ay) - (b; — a;) 3)
Dilate(B,r) = (a—r,b+r)

Figure 2 shows a 2-dimensional shape, which is decomposed in
two different ways. The decomposition A (middle image) is bijec-
tive. Hence V} is identical to the input volume. The decomposition
B (right image) consists of a single rectangle which conceals the
hole in the middle. It is not bijective, because empty space is oc-
cluded. However, dilating each rectangle by r = 1 shows that the
latter decomposition requires around 25% less memory.
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Figure 2: A rectilinear input shape is decomposed into a bijective
cover A and the V| -optimal decomposition B.

We will now use the volume formulation of Eq. (3) to define
the optimal decomposition in terms of memory consumption for a
receptive field radius r.

argmin Z e+ V.(B) )
B Bep

If we are able to solve (4) w.r.t. the constraint (2), we obtain a list
of super blocks 8 which require the least amount of memory af-
ter dilation. The constant € is introduced to favor decompositions
with less super blocks if two solutions have the same volume. For
a better control over the result, we extend Eq. (4) by computing
the volume for multiple radii Vp,Vy,... and scale them by a scalar
weight vector w = (wg,wy,..).

argmin ) C(B)
B Bep

5
C(B):S-i-ZWjVj(B) ©)
J

A recurrent neural network, for example, benefits from non-
overlapping blocks in the training stage because less gradient mem-
ory is required. Therefore we can manually adjust the decomposi-
tion to use a weight of w = (4,2,1) during training and a weight
w= (0,0, 1) during inference. For standard feed-forward networks,
we have found that few large blocks are preferred. Hence we de-
fault to a zero weight vector w with only the r-th element set to
one.

Unfortunately, it has been shown by reduction that computing
the bijective solution w = (1) is NP-complete for non-convex input
shapes [DKO91]. Our less restrictive problem defined in Eq. (5) is at
least as hard to solve because the integer search space is further en-
larged. In the next section, we present an approximation algorithm
to compute a non-optimal solution in polynomial time.

3.2. Approximate Decomposition Algorithm

Starting from a list of 3d integer coordinates the goal is to find a
decomposition B that minimizes (5) under the constraint (2). Our
algorithm is visualized in Figure 3 and will be explained in the
following section.

We start the decomposition process by constructing an octree
on the sparse input [Mea82]. For every element, the 64-bit Mor-
ton Code is computed and the list is sorted according to this value
[Mor66]. Then, the tree is assembled in a bottom-up fashion by
combining neighboring elements with identical binary substrings
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Figure 3: Overview of our rectilinear decomposition algorithm.
The input shape is decomposed into a bijective cover, which is
then optimized by a heuristic merging algorithm that reduces the
weighted volume cost (Eq. (5)). In the bottom row, the locally opti-
mal cover is shown for a different sets of weights.

[LGS*09]. It has been demonstrated that this method can be par-
allelized and shows good results in fast construction of bounding
volume hierarchies (BVH) [Karl2].

After the initial octree-based solution, we seek to refine the cur-
rent decomposition according to Eq. (5). First, we construct a BVH
on the initial decomposition. Using this BVH, we can efficiently
compute a neighbor list for every rectangle by detecting all ele-
ments with a distance of less than 1 voxel. For every neighbor
pair (B;,B;), we compute the current cost C. = C(B;) + C(B;)
and the cost of the smallest cuboid that contains both of them
Cn = C(B; UB;). Additionally, we check if B; UB; overlaps a
boundary slice of the other neighbors. We erase this slice and sub-
tract the difference from C,,. If the total cost is reduced (G, < C),
the merge is executed and the BVH is updated. The neighbor list
is rebuild for all elements that have been changed. We stop the
merged-based optimization if the decomposition has converged or
a maximum number of iterations is reached.

In our experiments, we have found that directly merging the oc-
tree cuboids based on (5) results in a non-optimal decomposition
because the error accumulates over multiple merges. Therefore we
improve the initial guess by separating the merging pass into two
stages. The first stage only accepts operations that keep the volume
Vo constant. The second stage then uses the user-defined cost func-
tion to refine the result. Figure 3 shows an example shape that is
decompose using our algorithm. In the first row, we compute the
octree and merge matching neighbors to get the bijective cover. Af-
ter that we execute the second merging pass resulting in different
solutions based on the weight vector w.

3.3. Volumetric Fusion Model

In the previous sections, we have presented the idea of super block
decomposition for processing block sparse TSDFs. We will now
use this architecture to build an incremental 3d reconstruction sys-
tem, which fuses a stream of depth images. An overview of our
pipeline is shown in Figure 4. First, the depth images are converted
to a local TSDF I and are integrated into a latent-space voxel grid
L using a recurrent fusion network. After the integration of all im-
ages, we pass L through a second reconstruction network to extract
the fused surface from the neural features. We use our super block
architecture to improve the efficiency and memory consumption of
the fusion and reconstruction stage.

The input depth map is converted to a block sparse TSDF of 83
voxel blocks by projecting the point cloud into the grid and setting
each voxel to the local signed surface distance. We then compute
a rectilinear decomposition on the input structure and gather the
respective super blocks from the input / and latent space L. If 1
contains previously unseen voxels, the gather operation sets the re-
spective blocks of L to zero. The extracted blocks of / and L are
then concatenated along the channel dimension and processed by
the fusion network. This network is a three layer 3d U-net [RFB15]
with a receptive field size of 32 voxels. The U-net outputs are fused
super blocks which are written into the latent space data structure
by a scatter operation. If a block already exists in latent space, it is
overwritten by the novel block to guide the network to learn a rea-
sonable fusion function. After any number of depth images have
been fused into the latent space, the user can issue a surface recon-
struction. For this task, we decompose the structure of L into super
blocks, gather them, and process them by a 3d reconstruction U-
net. The output is a block sparse TSDF with a confidence value for
every element, which can be converted to a mesh by ISO-surface
extraction [LC87]. Additional outputs are also possible, for exam-
ple, classified labels, surface gradients, and colors.

4. EXPERIMENTS

We have conducted two experiments to verify the effectiveness of
our method. First, we compare the incremental fusion pipeline to
other methods and show that our approach outperforms the current
state-of-the-art. Then, we evaluate the performance of the underly-
ing super block architecture by measuring training time on a room-
scale block sparse TSDF (see Section 4.2). Finally, we discuss the
results and show current limitations of our work (Section 4.3).

4.1. Incremental Fusion Results

In Section 3.3, we have presented an incremental fusion pipeline
using our SuBloNet architecture. A stream of depth images is fused
into a latent space data structure and then converted to a truncated
signed distance field. The complete system is trained end-to-end
from a sequence of local TSDFs as input to a fused voxel grid as
output. For every optimizer step, 8 images are fused into the latent
space and then converted to the output TSDF once. Both networks
are optimized simultaneously using the Adam algorithm [KB14]
with a learning rate of 10~*. Due to memory limitations of the re-
current architecture, we randomly crop the input and ground-truth
to a maximum size of 300 voxel blocks. In our tests, the network
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Figure 4: The incremental 3d reconstruction pipeline using the su-
per block architecture. In the fusion stage (1.), the input images are
integrated into a latent space feature grid. After multiple images
have been fused, the block sparse TSDF is extracted from the latent
space using a reconstruction network (2.).
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Figure 5: Reconstructed surface after fusing 8 (top) and 16 (bot-
tom) depth images. TSDF Fusion (left column) is the traditional
approach based on [CL96].
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converges in around 40 epochs when training on 500 models and
16 depth images per model. On a single NVidia RTX 2080 GPU
one epoch takes around 7 minutes to complete.

Now we compare the results of our approach to traditional vol-
umetric fusion [CL96] and RoutedFusion [WSPO20], a state-of-
the-art deep learning-based method. We have trained the network
to incrementally reconstruct the shape from virtual depth images
captured in random locations around 3d models from the ShapeNet
dataset [CFG*15]. Similar to the work of [WSPO20], we add addi-
tional noise to the measurements and invalidate random patches of
pixels.

Figure 5 shows the fusion result after 8 (top half) and 16 (bot-
tom half) depth images have been processed. As you can see in the
left most column, the traditional volumetric fusion approach is not
able to reconstruct a high quality surface from few input images.
Noise is not sufficiently removed and holes are not closed. Both
RoutedFusion and our method are able to close most of the holes in
the surface. Noise is also drastically reduced, though our approach
produces a slightly cleaner mesh due to the U-net’s good smoothing
properties. This is especially visible when only few depth images
are present. For example, the chair’s backrest is sharper and the
sofa contains visibly less artifacts and noise.

4.2. Block Sparse Network Benchmark

Our super block architecture, which we have used for high-quality
surface reconstruction, can also be used for various other tasks with
block sparse input data. Therefore, we benchmark the most basic
configuration, which is a single 3d U-net processing a block sparse
input tensor. Such a network can be, for example, trained to smooth
a reconstructed surface or predict a class label for every voxel. We
test two differently sized networks with a receptive field of 16 and
323 respectively. As input data, we use a real-world scene from the
Scannet dataset [DCS*17] that was reconstructed in different reso-
lutions. Figure 6 shows the block sparse structure, where each cube
on the left is a 8> voxel block. On the right hand side, our approx-
imate super block decomposition is shown. In the high resolution
example (bottom) n = 377854 voxel blocks are decomposed into
N = 1258 cuboids.

We have evaluated the training time of the U-nets when im-
plemented using our method and other approaches. In Table 1
the run-time measurements of SuBloNet, the dense implementa-
tion of Pytorch [PGM*19], SBNet [RPYU18] with 323, 64%, and
1283 blocks, and Torchsparse [TLZ*20] are presented. For low
resolution input, the dense implementation shows promising re-
sults outperforming the other sparse methods. However, if we in-
crease resolution, performance of the dense neural network de-
grades compared to the other approaches. On high resolutions, SB-
Net64 slightly outperforms SBNet32, SBNet128, and Torchsparse
but falls behind our super block architecture. In total, our approach
is between 1.7x and 4x more efficient than the other approaches
on block sparse TSDF data. This validates that the core idea of
super block decomposition is well suited for neural processing
of truncated signed distance fields. The memory consumption of
SuBloNet is also slightly lower than that of Torchsparse, because
they require one coordinate for every feature and an additional ker-
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n = 377854

Figure 6: Our rectilinear decomposition converts block sparse
data (left) into sparse super blocks (right). Every block on the left
is further subdivided into 8% voxels resulting in over 150M feature
vectors for the bottom row.

Resolution (cm) 4 2 1 0.8 0.6 0.5
# Non Zeros 14aM 67M 31M  53M  104M  160M
Density 029 019 012 0.11 0.09 0.07
U-net Receptive Field = 16
Torch Dense 0.34 1.75 11.6  21.64 49.21 85.32
SBNet32 052 1.85 773 13.28 239 37.91
SBNet64 0.55 1.47 722 1156 20.52 31.3
SBNet128 0.45 1.94 856 13.66 2634  40.26
Torchsparse 0.39 1.69 7.61 1241 2526 40.14
SuBloNet (ours) | 0.33 1.03 4.04 6.25 11.81 18.78
U-net Receptive Field = 32
Torch Dense 0.52 25 16.02 30.01 67.77 11537
SBNet32 1.07 381 17.16 27.27 50.6  77.93
SBNet64 09 242 1137 18.13 3321 50.1
SBNet128 0.62 27 11.54 1833 3597 54.64
Torchsparse 0.55 239 1077 18.11 38.02 59.1
SuBloNet (ours) | 047 144 6.37 9.7 18.23 28.03

Table 1: Training time in seconds for one iteration on a room scale
sparse TSDF. The scene has been reconstructed in different voxel
resolutions ranging from 4 cm to 5 mm.

nel map to compute the convolutions. SBNet is not sparse in mem-
ory. They store the data in a dense volume and process blocks which
are marked using a sparsity map.

The time required for the rectilinear decomposition is included
in Table 1. For a resolution of 4 cm, the decomposition takes around
0.01 s and for a resolution of 0.5 cm it requires approximately 0.5 s
on the CPU. Inside the decomposition, more than 90% of the time
is spent on the two merge-based optimization stages. The time re-
quired for the initial octree-based decomposition is insignificant.

D. Riickert & M. Stamminger / SuBloNet

4.3. Limitations and Discussion

We have shown that the performance of deep learning on volu-
metric data structures can be improved by the use of our super
block architecture. However, this approach also has a few limita-
tions that have to be considered when using SuBloNet. First, the
rectilinear decomposition adds additional computational overhead,
which might be significant for real-time applications or if the net-
work is very small. This is not a problem for moderate and large
networks because the efficiency gain outweighs the overhead cost
(see Section 4.2). The second limitation is that batching multiple
inputs during network training is limited, because the super blocks
can have arbitrary dimension. In some cases this might reduce train-
ing performance, however inference efficiency is unchanged. This
problem could be circumvented by forcing the generation of uni-
form super blocks during training stage.

5. CONCLUSION

We have presented a novel deep learning architecture for efficiently
processing block sparse volumetric input data. The core idea is the
rectilinear decomposition of the input structure to extract dense
blocks inside the sparse volume. We have analyzed this decom-
position and presented the bandwidth-optimal solution, which is
defined as a minimization problem. Since computing the optimal
solution is a NP-hard problem, we have also derived a fast approx-
imation algorithm that can readily be used in interactive applica-
tions. In our experiments, the SuBloNet architecture outperforms
dense implementations and other sparse methods by a factor of 1.7x
- 4x on room-scale indoor scenes. For the task 3d reconstruction of
depth images, we have shown a novel fusion pipeline that makes
use of the super block architecture. This reconstruction approach
operates in latent space and shows high-quality results even when
the input is very noisy and contains many holes. If we look beyond
the scope of this paper, we think that SuBloNet can be used in a
multitude of applications that exhibit a block sparse input pattern.
The complete source code is available on GitHub.

https://github.com/darglein/SuBloNet
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