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Abstract
Pathfinder Vision is a visual presentation interface for remote robot operation. This interface assists operators by
planning the future routes of the robot by presenting images which take into consideration the physical obstructions
of the surrounding environment. We also took the occlusion of the 3D environment into account when rendering the
CG model of the robot by calculating the current state and 3D geometry of the robot. By visualizing the predicted
future with occlusion, our proposed methods makes it possible to prevent collisions while operating tele-operated
robots. This system helps operators to find a more secure future trajectory of the robot.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [Information Interfaces and Presentation]: User
Interfaces—Interaction styles

1. Introduction

An environment can become difficult for direct human inter-
vention due to certain types of obstacles, including radiation,
poisonous substances, or hard-to-get-around debris. When
investigating such environments where the operability takes
the priority, the tele-operated robots must be used. Manual
operation of these robots is an important approach for crit-
ical missions taking places in complex environments and
requires educated operators for its best performance. Oper-
ation of a vehicle using first person view image makes it
arduous to visualize the relative position of the vehicle in
the surrounding environment because the vehicle itself is
not captured by the camera. This lead to the development
of tele-operated robots capable of perceiving both the sur-
rounding environment and its position, as well as an operat-
ing interface that uses third person view image generated ei-
ther by projecting the CG-based vehicle model to the stored
sequence of images, or by directly capturing the scene using
pole cameras. Using third person view image for the opera-
tion lets the operator become aware of the relative position
of the vehicle in the surroundings.

However, predicting the near-future event is still depen-
dent on the operator’s prior experience and judgement, such
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as a collision or fall that may or may not result from the cur-
rent course of vehicular movement, which makes it hard to
set the proper route for the vehicle. In order to predict the
robot’s future state, it is necessary to recognize the shape
of the terrain and obstacles of the real environment, and the
relative position between the robot and obstacles. Recogniz-
ing the shape and position requires the acquisition of three-
dimensional information of robot and real environment. In
this paper, we propose an informative interface that helps
the operator perceive near-future event by generating and
presenting images depicting the predicted events while con-
sidering the physical interferences and current state of ve-
hicular operation. Our interface allows us to present the cur-
rent position of the robot clearly while considering the three-
dimensional information of the real environment. In our pro-
posed method, the shape model of the real world obstacle
is generated based on the data captured by the depth cam-
era in real time. Furthermore, the system predicts where the
robot will be after a few seconds based on the current state of
the operation. The prediction of the near-future robot state is
governed by a physics simulation of the robot model and the
shape models of the obstacles. A future prediction image is
generated according to this result and is presented to the user.
The future predicted image provides a third-person view im-
age taking into account the occlusions in order to present
the relative position of the obstacle and the robot in the pre-
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dicted image easily to operators. In this paper, we describe
the Pathfinder Vision tele-operational interface and the im-
plementation of our prototype. We introduce the method of
depicting the predicted future state, and discuss the method
for generating such images. We evaluated the difference in
operability by comparing our proposed method with three
other methods of images for robot tele-operation: first per-
son view image captured from the robot, third person view
image representing the current robot state with CG model,
and predicted image without a physics simulation. Figure 1
shows a robot and predicted image.

Figure 1: Pathfinder Vision: Tele-operate interface assists
future prediction.

2. Related works

There are many challenges in improving operability of tele-
operational robots. One remarkable concept is Telexistence
which enables the operation of a robot from a remote lo-
cation by providing natural sensory information from first
person view to the operator as if the operator existed in
the robot’s location.This concept is introduced in TELESAR
[Tac98] which shows many advantages for remote robot op-
eration.

On the other hand, it is known that providing third per-
son view image improves operability of vehicles in video
games. Time Follower’s Vision [SKN∗05] provides virtual
third person view images by recording camera images with
location information and superimposing a wire frame model
of a robot according to the current state. An application of
this kind of interface is driving vehicles from a remote lo-
cation for collecting information. Nguyen provides the ap-
plication of VR interface for exploring the Mars [NBE∗01].
The user can operate a rover using virtual third person view
image and the information of the surface. Another approach
proposed by Nielsen et al in making a virtual third per-
son view image is to capture the 3D geometry around a
robot by a range sensor [NGR07]. Based on the captured
geometry, a model of the robot is rendered from a birds
eye view. Furthermore Okura et al. proposed a virtual free
view point robot control system by using a spherical cam-
era and depth cameras [OUSY13]. Other approaches to con-
sider about mapping and robot’s position by combining with
stored past 3D information [Dav03]. Although these related
works were able to make better understanding of the cur-
rent situation of robots for operators, future states of robots

must be considered to avoid risks of colliding into obstacles.
Especially with remote first person view, it is hard to pre-
dict future states correctly because the body size of the robot
is not visible. Even in the third person view, correctly prte-
dicting the future state is difficult due to remote camera pa-
rameters which does not match with the natural perception
of operators. There are even some difficulties when using
3D information. When tracking vehicular position and re-
constructing the 3D environment by integrating stored past
images, an error can accumulates during mapping.

To solve these issues, there are several visual interfaces
which assist trajectory prediction by operators. A popular
interface is a car parking assistance system with a rear view
camera [TOY]. The system provides rectangles on rear cam-
era images that shows predicted future positions of a car. An-
other interface is a touch panel based remote robot operation
interface named Touch Me [HIII11]. The interface shows a
future model of a robot according to touch gestures by an
operator.These assistance systems are able to show future
models of the control targets. However, these systems are un-
able to obtain the 3D geometry of the environments around
the targets. Therefore, their predicted models of the targets
are unable to take into consideration of the collision with
their surrounding environment. The predicted image might
present the wrong result of simulation, which may result in
collision.

One of remarkable possibilities with depth cameras is the
ability to detect the 3D geometry of physical obstruction.
Mirage Table [BJW12] uses the potential of the depth cam-
eras for real time interaction in a tabletop environment. Also,
in the field of interactive systems for designing kinematic art
works, there is a prior work which simulate physical obstruc-
tion by applying a physics engine with consideration of real
time design operation by users [FMIF10]. The prior work
successfully visualize future trajectory of a target piece in-
stantly. In this paper, we propose a method which applies fu-
ture visualization in the third person view for tele-operating
robots while taking into consideration physical obstructions
by using depth cameras. Moreover, in simulating the colli-
sion between the robot and the environment, in order to pre-
vent the accumulations of errors, we apply the simulation on
a stored past image.

3. Future prediction interface

3.1. Future predicted image

We introduce three different methods of displaying images.
The first method directly shows the captured images from
the camera placed on the robot in first person view image.
The second method shows the images from a third person
viewpoint, either by superimposing a CG model of the robot
onto the image scenes captured from the environment or by
using specially placed camera for robot observation. In pre-
vious work, the third person view image is generated by pro-
jecting a CG-based vehicle model to the stored sequence of

c© The Eurographics Association 2014.

30



Naoya Maeda & Jun Morita & Maki Sugimoto / Pathfinder Vision

images [SKN∗05]. By expanding on this concept we pro-
pose the third method; the future-predicted image. Future-
predicted image refers to a third person view images in
which a CG model of the robot visualizes the expected tra-
jectory of the robot if the robot continues the given course
of movement. The real-world obstacles are virtually rebuilt
within the future-predicted image and physically simulated,
therefore making it possible to predict and visualize safe
routes for the robot and prevents collision in the presence
of obstacles. Figure 2 shows the concept of each method. In
this paper, we refer to the image showing the predicted state
of the robot with CG model in a third person view image as
the "future predicted image."

Figure 2: Concept of each presenting methods.

3.2. System

The diagram of the system is shown in Figure 3. The main
processing PC transmits the commands of the movement of
the robot such as movement speed or directional change to
the laptop PC that is mounted on the robot via User Data-
gram Protocol (UDP). At the same time, the laptop PC also
sends RGB images, depth images, and the state of the robot
to the main processing PC via UDP. The area of obstacles are
extracted based on RGB and depth images, and the shape
model of the real world obstacle is generated based on the
data captured by the depth camera. The predicted vehicle
is generated by input command and received images. The
predicted vehicle has positional and velocity data, and these
are fed into physics simulation for vehicular interaction with
the obstacle models. At the same time, based on the posi-
tional relationship between the three-dimensional robot and
the obstacles, an occlusion can be rendered between the ob-
stacle and the CG of the robot. According to the simulation
results and the rendered occlusion, the âĂIJfuture predicted
imageâĂİ is generated, and presented to the user. By con-

sulting this image, the user is able to plan a safe route for the
robot.

Figure 3: The block diagram of the system.

3.3. Replay of obstacles in real world

It is necessary to be able to know the three-dimensional
shape of the robot and obstacles in order to detect and sim-
ulate future collisions between the robot and obstacle. We
approximate the size of the robot with a cylinder (diameter
34cm, height 30cm). The obstacles in the real environment
are portrayed with only the surface information of the obsta-
cles. Our system can predict the collision between the robot
and obstacles based on the surface information of the obsta-
cles which can be seen from the depth camera. The obstacles
are rendered as sets of point cloud data. Because the process-
ing time depends directly on the size of the point cloud data,
we chose to approximate the shape of the obstacles with a
collection of spheres (diameter 2cm).Figure 4 shows a three-
dimensional shape based on the information from the depth
camera and a model that approximates the shape of the ob-
stacles in the image.

Figure 4: Three-dimensional shape model of the obstacles
and approximates the shape of the obstacles.

3.4. Simulating collision between robot and
environment

Generally if a robot collides with an obstacle while it was
moving, the robot may come to a full stop or deviate from
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the intended direction. To clearly present to the user the ex-
pected movement and position of the robot in each time in-
terval, we use a physics engine. We use a physics engine
to present to the user, the movement and the position of
the robot in consideration of the passage of time clearly.
Our physics simulation runs using Bullet Physics simulation.
Figure 5 shows an image before applying physical simula-
tion and an image after applying one.

Figure 5: Applying physical simulation (left: before, right:
after).

4. Implementation

4.1. Tele-operated interface

The depth camera used in our work is incapable of captur-
ing data for objects placed within 50cm from the sensor. The
main PC recognizes that there are no obstacles because the
depth camera is unable to obtain the 3D data from the RGB-
D camera viewpoint less than 50cm. For users to understand
the real world, it is necessary to complement the part where
three-dimensional shape is not available from the depth cam-
era. Therefore, in our implementation, the CG-based vehicle
model is projected on the stored sequence of images to com-
pensate for the shape model of the obstacles. Projecting the
state of the vehicle to the past image allows to add the in-
formation of the nearby obstacles as RGB color image, and
recognize the current state of the robot easily. Figure 6 shows
the interface using previous method.

Figure 6: Future predicted image.

4.2. Change third-person viewpoint image

It is important for the prediction model and the CG robot
that represents the current state of the robot is presented ap-
propriately to the operator. There are some situations where
the systems fails at this. For example, if the robot continu-
ously moves a route without having the prediction model up-
date itself, the operator will lose view of the CG robot model
within the third person view. In order to appropriately render
the CG robot and the prediction model within the prediction
image, it is necessary to obtain a different view image of the
both the current state of the robot and the prediction model.
In our method we used stored past images to solve this prob-
lem. In our system the third person view image updates to a
new third person view from a new point after a certain length
of time. Regarding the updated viewpoint, when we super-
impose the CG robot onto the stored past image, we select
the optimal stored past image based on the current position
of the robot. The system decides the optimal camera view
image by the last stored robot’s coordinate and amount of the
total robot’s movement. The optimal image is calculating the
difference of the x and y coordinate of the current robot po-
sition, and x and y coordinate of the robot position from the
camera viewpoint of the stored past image. The CG robot is
then projected on the optimal stored past image correspond-
ing to the current position of the robot. Figure 7 shows the
selection method of the optimal stored image.

Figure 7: Selection Method of the optimal image.

4.3. Occlusion between robot and obstacles

In our research, the three dimensional position information
of the obstacles is obtained by the using the depth camera
and the three dimensional position information of the robot
relative to the obstacles is obtained from the input of the
operator. By matching the coordinate system of the real en-
vironment and coordinate system of the CG robot, the rela-
tive position between the obstacles and the robot is known.
Therefore, it is possible to figure out whether the CG robot
in the predicted image is in front of the obstacles or not. Fig-
ure 8 shows an image without the visual representation con-
sideration of the occlusion and an image with the occlusion.
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The predicted image with occlusion clearly presents the rel-
ative position between the vehicle and the obstacles.

Figure 8: Applying occlusion (left: before, right: after).

5. User experiment

We have designed a user experiment to evaluate our pro-
posed method. Table 1 shows the system configuration for
the experiment.

Table 1: System configuration

Vehicle iRobot Create

Images resolution 640 × 480 pixel

Wireless standards Wi-Fi IEEE 802.11a

PC for operating Desktop PC

CPU Intel(R) Core(TM) i7-3930K 3.20GHz

GPU NVIDIA GeForce GTX 680

PC on robot Laptop PC

CPU Intel(R) Core(TM) i7-3630QM 2.40GHz

RGB-D camera Kinect for Xbox360

5.1. Experimental design

We conducted the experiment on courses with obstacles to
evaluate the effectiveness of the proposed method. We ex-
perimented on the differences of the operability with some
obstacles in order to confirm the usefulness of our system.
The experimental path is shown on Figure 9. The experi-
mental conditions were the following:

• The subject starts operating the robot and must go through
three check points until the robot reaches the goal.

• There are four gates in the path, and the subject must
judge if the robot can go through the each gate or not.

• If the subject judges that the robot can go through a gate,
the subject must attempt to go through the gate; if the sub-
jects judges that the robot cannot go through the gate, the
subject must not attempt to go through the gate and avoid
the gate.

• While trying to go through a gate, and if the subject judges
the robot cannot go through the gate, the subject may
choose to go back and avoids the gate.

• The subjects must avoid as many collisions as possible.

Figure 9: Experimental path and user experiment.

We evaluated our proposed method by comparing with
three other types of images for tele-operational robots: first
person view image, first person view image + third per-
son view image, first person view image + future predicted
image without physics simulation, and future predicted im-
age with physics simulation(the proposed method). We com-
pared in the average of the number of collision and the mis-
judgement rate in deciding if the gates were passable or not.
The experimental path had four gates and the widths of these
gates were 25cm, 31cm, 37cm, and 43cm each. The width of
the robot was 34cm in the experiment. Therefore, two gates
(37cm, 43cm) were passable, and the rest were non-passable.
The subject used the keyboard or joy pad for operation. 5
subjects (ages 21-24) participated in our experiment and the
number of trials were two times per person. The four differ-
ent methods are shown in Figure 10.

Figure 10: Four presenting methods (first person view, third
person view, future predicted image without physics simula-
tion, future predicted image with physics simulation).

5.2. Result

5.2.1. Comparing the average of the collision counts in
each presenting methods

Figure 11 shows the average of the collision count and stan-
dard deviation of the four different methods.
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Figure 11: The average of the collision count and standard
deviation.

In the result, the future predicted image with physics sim-
ulation showed less collision count than other methods. All
methods except for future predicted image with physics sim-
ulation showed no significant difference. Comparing the pre-
dicted image without physics simulation and with physics
simulation, it is observed that the collision count of with
physics simulation is less than half. In terms of the average
of collision counts in four methods, it is possible to consider
the predicted image with physics simulation reduced colli-
sions against other four methods in this experiment.

5.2.2. Comparing the rate of false recognition in each
presenting methods

Figure 12 shows the false recognition rate in four presenting
methods.

Figure 12: The false recognition rate in three presenting
images.

In this result, comparing the false recognition rate, there
was no significant difference in four presenting methods.
Therefore, we investigated the detailed the false recognition
rate in each width of the gates as shown in Figure 13.

In the result, comparing the false recognition rate in the
four widths, the future predicted image improved the false
recognition rate at the gates of three widths (25cm, 31cm and
43cm). Especially, the future predicted image with physics
simulation shows no false recognition in case of the gates
narrower than the robot width (25cm and 31cm). Therefore,

Figure 13: The false recognition rate in each width.

we think the future predicted image helped the user to be-
come aware of the future collisions with the surrounding en-
vironment, and also assisted in selecting a safe route in those
conditions. In contrast, the future predicted image did not
reduce the false recognition rate in 37cm. It is wider than
the width of the robot. However, future collisions with the
passable gates was presented by the physics simulation in
some situations due to the approaching angle of the robot
and the gate. If the robot approaches to the gate almost or-
thogonally, the simulator shows no collision. On the other
hand, when the setting angle become larger, it showed possi-
ble collisions. In consideration of the gate model which were
approximated as tiny spheres, in such a situation, the users
had tendency to select safer route without changing the ap-
proach angle. It was the cause of avoiding the passable gates.
It is one of the limitations of the current implementation of
future prediction.

6. Limitation and future works

In our current implementation of the system, there are sev-
eral limitations. One limitation is the inconsistency between
the dynamic obstacles and already-captured past images. It is
possible to solve this issue by combining past depth images
and the current depth image. Another limitation is the drift-
ing of location information. The system assumes that there
is no slipping between the floor and the wheels of the robot.
Integrating the current frame with the just previous frame
might reduce the problem. Furthermore, the system is imple-
mented upon a hypothesis that the robot is on a flat floor to
recognize obstacles in the real environment. Improving the
algorithm of RGBD images processing for real environment
modelling to adapt to complicated 3D geometry remains as
a future work. Moreover, for improving our interface more
useful, we will investigate the factors for optimal predicted
image.

7. Conclusion

In this paper, we proposed a tele-operated robot control in-
terface which assists operators predict future events by visu-
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alizing virtual physical collision between models of the real
environment and the robot according to real-time informa-
tion. The environment model was obtained as a point cloud
which was approximated as spheres in the physics engine.
We conducted a user study to prove the effectiveness of our
method during robot operation. The result of the experiment
shows that our proposed interface reduced collision count.
This implies that our method has potential to improve route
planning by operators in real-time operation of tele-operated
robots.
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