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Abstract

Machine learning is becoming increasingly popular in the medical domain. In the near future, clinicians expect predictive
models to support daily tasks such as diagnosis and prognostic analysis. For this reason, it is utterly important to evaluate and
compare the performance of such models so that clinicians can safely rely on them. In this paper, we focus on sleep staging
wherein machine learning models can be used to automate or support sleep scoring. Evaluation of these models is complex
because sleep is a natural process, which varies among patients. For adoption in clinical routine, it is important to understand
how the models perform for different groups of patients. Moreover, models can be trained to recognize different characteristics
in the data, and model developers need to understand why and how performance of the different models varies. To address these
challenges, we present a visual analytics approach to evaluate the performance of predictive models on sleep staging and to
help experts better understand these models with respect to patient data (e.g., conditions, medication, etc.). We illustrate the
effectiveness of our approach by comparing multiple models trained on real-world sleep staging data with experts.

CCS Concepts
e Human-centered computing — Visual analytics;

1. Introduction

Machine Learning (ML) has increased in popularity in the med-
ical domain [NCB19] due to its success in tasks such as seg-
mentation, classification and anomaly detection. One example is
sleep medicine, where models have been proposed to score sleep
stages and support sleep diagnosis [SDWG17,SOO0* 18, PAC*19].
These advancements bring opportunities to automate such time-
consuming [IRV14], tedious and subjective tasks typically con-
ducted by specialists. Assuring a good performance of such models
is crucial for somnologists to safely rely on them.

Generally, the evaluation of ML models for sleep staging is com-
plex for three reasons. First, sleep is a natural process that runs
and evolves over time. When predictions are produced by a model,
errors can occur at different periods of the sleep. The location of
these errors is crucial because it can bias the diagnosis of sleep dis-
eases (e.g., non-REM parasomnias usually occur in the first third of
the night). Second, common statistics (e.g., accuracy, F-measure,
etc.) only provide a coarse-grained perspective of the performance
[ZWM*18]. A closer look at predictions and patients is necessary
to better evaluate ML models. Finally, wrong predictions can sug-
gest that fragmented sleep occurs. This can potentially be misinter-
preted as a sleep disorder. Inherently, all these problems can be dif-
ferent across groups of patients. Sleep varies among patients due to
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physiological reasons (e.g., age, medication, etc.). Therefore, mod-
els can be faulty in generalizing among different groups of patients.
A more personalized approach would be beneficial to better under-
stand the behavior of ML models among different groups.

In recent years, the availability of different forms of data has
enabled the construction of ML models that exploit different char-
acteristics of the data. In particular, we observe a trend towards us-
age of so-called surrogate devices such as smart watches, phones,
etc. as the source of data for ML models [MOW 18, FLW*20]. In
the case of sleep staging, surrogate devices can be used to track
the sleep of patients for longer periods and in less-intrusive man-
ners than polysomnography. Usually, models consuming surrogate
data output a smaller set of sleep stages than those trained on
polysomnography due to less detailed data (e.g., high detail elec-
troencephalogram (EEG) vs. low detail actigraphy and heart rate).
In general, models trained on different data can fail in recognizing
situations such as sleep fragmentation, arousals, etc. Analyzing and
comparing models for sleep staging with heterogeneous sources of
data can provide valuable insights to experts.

To the best of our knowledge, no approaches have been presented
yet to conduct performance analysis in this sort of scenario. To this
end, we present PerSleep, a visual analytics approach that aids ML
experts in sleep staging to assess the performance of the models
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Figure 1: Examples of EEG waves and their corresponding sleep
stage. Time and amplitude scales are different in each example.

(deep sleep)

they employ. Our main contribution is the first visual analytics ap-
proach to evaluate and compare performance of two models in sleep
staging. Multiple hypnograms can be visualized simultaneously to
make quick comparisons of the same target hypnogram for differ-
ent models. In comparison with state-of-the-art approaches in per-
formance analysis, ours does not solely focus on the input data of
the model but also the patient data. The novelty of our work lies in
the application of visual analytics in sleep staging rather than the
design of new visual idioms. Furthermore, we hope that our work
provides a useful example for the assessment of complex models
for judging time series data for varying populations, like neuro-
logical brain disorders [AAAA20] such as epilepsy and autism, or
physiological disorders like heart failure detection [KKE*21]. We
present a use case on real-world data to demonstrate our approach.
The use case was conducted with three experts. Results, limitations
and generalization are discussed. Finally, we provide directions for
future work for performance evaluation in sleep staging.

2. Medical Background

When a patient is believed to be suffering from a sleep disorder,
a polysomnography (PSG) is often done, an electrophysiological
recording of sleep and sleep-related events overnight. In a PSG,
brain activity (measured by EEG), muscle activity (measured by
EMG) and eye movements are recorded to assess sleep structure. In
addition, other aspects are recorded such as body movements and
breathing patterns. Afterwards, the recording is evaluated and an-
notated on an epoch-by-epoch basis. Epochs represent time-fixed
periods (typically 30 seconds duration), which can then be ana-
lyzed by technicians in order to assign a sleep stage. The process
of assigning sleep stages to epochs is called sleep staging, which
was invented in the 1960’s. During sleep staging, sleep is scored
epoch-by-epoch as one of the five disjoint categories according to
the American Academy of Sleep Medicine (AASM) [0SM*07]:
Wakefulness, N1, N2, N3 and REM. Sleep stages are characterized
by specific physiological properties, which are based on consensus
criteria. Figure 1 depicts some characteristics that can be observed
in the EEG signals of a PSG. Wakefulness with the eyes closed is
usually characterized by alpha waves (8-13Hz) in the EEG pro-
duced by the occipital lobe of the brain, while sleep stage N/ often
presents theta waves (4-7THz). Other stages are characterized by in-

teractions of multiple physiological stimuli that result in the pres-
ence of EEG phenomena like k-complexes, spindles, or sawtooth-
like waves. The sequence of annotated sleep stages during sleep is
visually represented by a hypnogram, which is analyzed by a som-
nologist to understand the sleep pattern of a patient.

Generally, somnologists look for patterns in the hypnogram in
terms of overall presence of and transitions between sleep stages.
These patterns have clinical meaning, i.e., they can be indicators
of sleep disorders. For instance, fragmented hypnograms present
many transitions between sleep stages occurring in short time in-
tervals, resulting in a fragmented sleep pattern. Such pattern can be
indicative of a sleep disorder such as insomnia and narcolepsy.

Progress made in ML in this area has brought the opportunity
for hospitals to switch to automated methods, which can be used to
score PSGs. To this end, models need to be robust and reliable to
assure the validity of the outcome they output. To support their as-
sessment, better understanding of how models perform on clinical
data is essential, and with our work we aim to contribute to that.

3. Problem Definition

It is difficult to develop ML models with a high accuracy and relia-
bility in sleep staging. Furthermore, assessing the performance of a
model is non-trivial. The result of an automated process is a hypno-
gram, rather than just statistics on individual epochs, and the overall
quality of a hypnogram is hard to assess. Also, the performance of
a model can depend on characteristics of the patients, such as age
and gender. In general, models in sleep staging do not consider the
demographics of the patients and focus on the physiological signals
such that the model can generalize from these. This is due to two
reasons. First, if demographics such as age and sleep disorders were
to be considered by the model, it would require an immense amount
of representative data of all combinations of age groups, and each
sleep disorder, requiring thousands of participants. Obtaining this
large amount of data is challenging and time consuming as it often
involves patients being recorded, for at least one entire night, with
many sensors in a sleep center. Second, it may be that the sampling
done when selecting the patients introduced bias due to specific fea-
tures (i.e., artifacts) of such selected group being hooked on by the
model. These may not be true for other patients belonging to that
category and not included in the sampling. The goal of this project
is therefore to develop a visualization to enable experts to evalu-
ate and understand the performance of ML methods for producing
hypnograms, also in relation to the properties of patients.

The data used in performance assessment of sleep staging mod-
els is multivariate as it combines patient’s data of different na-
ture (e.g., demographics, clinical information and physiological
records) and the model’s data (e.g., predictions and probabilities).
The dataset depicting patient data is a table with an undetermined
number of attributes. Typically, age (quantitative), gender (categor-
ical) and other comorbidities (categorical) are part of the patient’s
data. In general, both categorical and ordered attributes can be part
of the patient’s data. Moreover, each physiological record of the
patient is a field, where each cell depicts the physiological mea-
surements for a given point in time. In sleep staging, the sampling
frequency is uniform. In most situations, this field dataset is fed to
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the ML model to predict a list of sleep stages. Each sleep stage is
a categorical value representing one of the possible classes defined
by the AASM. Similarly, a list of probabilities is also produced by
the model, where each probability is a quantitative value. Aggrega-
tions are often used to summarize performance data. For example,
a confusion matrix is a table where both items and attributes depict
sleep stages. Each cell of this table contains a quantitative value.

The system should support various levels of detail for the eval-
uation of the performance, where each level leads to its own ques-
tions, and enable smooth transitions between these:

L1 Based on individual epochs: What is the probability of the model
for a given prediction? What was the input data for a given
epoch?

L2 Based on individual hypnograms: What are the main differences
between two models? How did the confidence of the model fluc-
tuate over the entire night?;

L3 Based on aggregate results across large sets of patients: What
are the scores for aggregate statistics? Are there correlations be-
tween data attributes?;

Furthermore, the expert must be able to split the set of patients
into cohorts, specific subgroups, based on their properties, and
compare the performance for cohorts and focus on specific cohorts,
to answer questions such as how does one subgroup compare to
another? and are there groups of patients that have similar per-
formance indicators?. Also, rather than focusing on just a single
model, the expert should be enabled to compare multiple models
using different data and/or ML models where the fest model de-
picts the one to be evaluated (e.g., neural network) and the refer-
ence model acts as ground truth (e.g., manual scoring).

From the previous levels of detail and questions, we derive the
following tasks:

T1 Explore the distribution of patients in terms of attributes. This
provides an overview of what sort of distribution an attribute fol-
lows for the entire group of patients. Visualizing such distribu-
tions can help to detect odd behaviors in our model. [L3]

T2 Find correlations between data attributes. Correlations are im-
portant to gain insights into the behavior of the model. For ex-
ample, it may be the case that our model performs worse for pa-
tients that are old and take a specific medication. Hence, experts
should be enabled to perform selections on attributes to generate
and validate hypotheses. [L3]

T3 Analyze the performance of a model. Summarized statistics such
as accuracy or kappa, only give a glimpse of the whole picture.
Instead, an exploratory process is needed to gain insights into
several factors that usually are intertwined. For example, accu-
racy value can be low and yet the clinical interpretation of both
test and reference hypnograms be the same. [L3, L2]

T4 Compare hypnograms. Visualizing the hypnograms for both test
and reference models is crucial to understand whether the perfor-
mance of the model is good enough for medical purposes. When
inspecting the epochs of a patient, the approach must enable ex-
perts to select portions for closer inspection. Input data should
be provided to contextualize an epoch. [L2, L1]

Tasks T1 and T2 shall also be performed for groups of patients.

© 2021 The Author(s)
Eurographics Proceedings © 2021 The Eurographics Association.

4. Related Work

In this section, we provide a review on previous work on perfor-
mance analysis, time series and sleep analysis.

Performance Analysis. In performance analysis, predictions are
the core element to be investigated. Generally, they are generated in
combination with a set of probabilities that indicate how likely the
prediction is to be of a certain class. A common approach in per-
formance analysis is to explore the entire set of probabilities to find
possible outliers. Most approaches visualize probabilities grouped
by predicted class. ModelTracker [ACD*15] does not stratify pre-
dictions in classes because it just considers binary classification.
Squares [RAL*17] is an extension from ModelTracker to support
multiclass analysis. It makes use of histogram-like visualization to
show probability distributions. They explicitly divide these into two
groups: labeled and predicted class. The authors use color encoding
to depict situations where both labeled and predicted class agree or
disagree. Our work follows a similar approach as Squares, but us-
ing a somewhat simplified visual encoding to present probabilities.
Moreover, we complement it with a confusion matrix that is used
to explore specific cases in more detail by means of interaction.

Boxer [GBYH20] is a system that assists experts in developing
and assessing classifiers. They address multiclass classification by
means of interactive views that are formed by standard visualiza-
tions. It allows experts to layout views in boxes such that it gives
different perspectives of the data, resulting in a flexible analysis of
the performance of the classifiers. While Boxer considers multi-
ple classifiers at the same time, our approach focuses on two mod-
els to maximize contrast and highlight differences. Furthermore,
Boxer does not handle time-series data. In addition, our approach
is model-agnostic within the sleep staging domain.

Time Series. A common visualization approach consists of dis-
playing the input data of a model together with the predictions. It
enables the exploration of the input features of a model. In the sleep
staging domain, the input data is temporal. This data has received
little attention as most works in ML literature target either multidi-
mensional [ZWM* 18], text [SGB*19] or image data [PHVG™18].
All these approaches provide interaction to select subsets of predic-
tions to explore the whole (or partial) input space.

Some work has been done in understanding ML models where
time is a component. RetainVis [KCK*19] and DPVis [KAS*20]
utilize neural networks and continuous-time hidden Markov mod-
els respectively, whereas our work is model agnostic. They stratify
patients into different groups defined beforehand, wherein our ap-
proach any data attribute can be used for this purpose. Finally, Re-
tainVis and DPVis take feature contribution as key in their designs.
Our work, however, does not take feature contribution into account
and just focuses on performance indicators and patient data.

Sleep Analysis. The work of Combrisson et al. [CVE*17]
presents a visualization tool to help technicians to manually score
hypnograms. Automated techniques are used in their work to detect
characteristic features in EEG signals. Their approach emphasizes
the detected features in the polysomnography such that technicians
can make better informed decisions when scoring the hypnogram.
Although we do not aim to manually score hypnograms nor de-
tect features in the EEG, we do make use of hypnograms in our
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Figure 2: lllustration of three example problems in performance analysis for sleep staging: error grouping (a), global performance (b), and
fragmentation (c). In (a), most of the misclassifications occur in the first and last third of the night, whereas the second third is the most
accurate. (b) shows shifted predictions where the model predicts nearly the same global pattern but slightly earlier in time, resulting in low
accuracy. Last, in (c) we see many transitions (fragmented hypnogram) between REM to N2 that are not present in the ground truth.

approach. Hypnograms are the de facto standard of visualizing
the sequence of sleep stages, and are also used in several other
approaches [FVGR*20, PAC*19]. Our work focuses on assessing
the performance of models, whereas the aforementioned work ad-
dresses the design of ML models from a pure ML perspective fo-
cusing on the inner workings of models.

In earlier work, we introduced V-Awake [GCWGvVW 19], a visual
analytics system to help sleep technicians finding potential misclas-
sifications from deep learning models in sleep staging. V-Awake
was received positively by the domain experts, but rather than fix-
ing errors afterwards, they also aimed to develop better models,
and they missed systems to assess the quality of these. This led to
the work presented here. PerSleep would be used when designing
a model. Afterwards, V-Awake would be used in a real-world sce-
nario to find possible misclassifications.

In summary, the major contribution of our work is the first sys-
tem that focuses on the evaluation of the performance of models
for sleep staging. Sleep staging is very special and important, and
we must carefully design something ad hoc for that. It differs from
other domains due to the incorporation of a time domain (epochs)
and the need for flexibility to define subgroups. Currently, systems
do not consider both characteristics simultaneously and generally
focus on predictions independently from each other. Also, sleep
staging is a great example of a ubiquitous pattern, not only for
health applications, but also many other domains like epilepsy and
autism [AAAA20], and heart failure detection [KKE*21].

5. PerSleep

The tasks defined in Section 3 steered the design of PerSleep. In
this section, we introduce its main components (see Figure 3).

5.1. Model Selection

The model selection component (Figure 3A) enables users to im-
port new models (containing scoring data) to PerSleep by clicking
the plus button. These models can be easily selected now to allow
for quick switching between distinct models. For instance, when
exploring the hypnogram of a patient, it is interesting to switch

between different models to verify if differences arise in terms of
performance. In PerSleep, we compare two models: a fest and a
reference model. When both models are selected, all the relevant
performance information will be displayed accordingly.

5.2. Patient Data

The patient data component consists of four views to provide an
overview of the distribution of our entire population of patients and
mechanisms to select and create groups of patients.

5.2.1. Patient Attribute Views

After discussing with the experts in sleep staging their needs, we
opted for two linked views to present the patient’s data in two ways:
a barchart plot (Figure 3B1) and a parallel coordinate plot (PCP,
Figure 3B2). Experts can decide what attributes to show at each
time, focusing the analysis in specific parts of the entire dataset.

The barchart plot is useful to gain an understanding of the data
distribution quantitatively (task T1). The PCP can be used to un-
derstand correlations in the data attributes (task T2). We use curves
as a solution for the crossing problem [GKO03]. The PCP provides
a mechanism to have the same axis ranges for a set of selected
attributes. This is useful to make direct comparisons between at-
tributes (e.g., accuracy and kappa) when they have different value
ranges. PerSleep uses colors to depict patients belonging to groups
of interest, i.e., created groups.

Some of the data attributes presented in our approach are com-
puted dynamically when a model is selected. These attributes aim
to summarize the information contained in the hypnogram and are
meant to help detecting scenarios like those depicted in Figure 2:

Performance metric per third of the night This attribute can be
used to inspect how the accuracy and kappa fluctuate during dif-
ferent parts of the night (see Figure 2a). Experts in the sleep do-
main usually divide the night into three equal parts to carry out
their analysis (e.g., non-REM parasomnias usually occur in the
first third of the night).

Pair-wise alignment metric The Smith-Waterman sequence
alignment [SW*81] is applied in order to verify how well test
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Figure 3: The views B1-B4 are patient-related, where Bl and B2 depict views where patients can be filtered based on the selections performed.
B4 displays the patients that match the current selection. Groups of patients can be created, modified and selected in B3. C1-C3 shows
performance information, where CI1 depicts our probability plot, C2 a confusion matrix and C3 complements information displayed in
the confusion matrix. In D1 the physiological data view shows the hypnograms for a selected patient. Alternatively, extra models can be
visualized together with those the selected in A as shown in D2. Finally, D3 shows the signals that represent the input data.

and reference model align. This helps to detect situations in
which the accuracy metric is poor but the overall pattern of both
hypnograms is somewhat similar (see Figure 2b).

Transitions and Sleep Fragmentation Index (SFI) The number
of transitions as well as the SFI [MFK *00] can be useful to detect
situations in which a model does not recognize sleep fragmenta-
tion adequately (see Figure 2c).

Sometimes, it is interesting to incorporate new data attributes.
For instance, the expert may want to know how many transitions
there are for a certain stage to verify a hypothesis generated dur-
ing exploration. To this end, our approach enables the creation of
these attributes on the fly, which are then saved for subsequent ex-
ploratory sessions. To do so, users need to manually code how the
values of these new attributes are computed by using the JavaScript
language. A dialog can be opened by clicking on the cog icon
present above the barchart plot and the PCP. This mechanism is
meant to be used by users with knowledge on scripting languages,
which is usually the case for ML experts.

The barchart and the PCP highly rely on brushing and linking to
perform selections. When a selection is made in one of the views,
the other is updated with the same selection. Having both perspec-
tives (i.e., quantitative and correlative) linked helps the experts to
better understand the global context of their data. More precisely,
having visual feedback in the barchart when performing a selection
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in the PCP aids to understand whether the data selected follows a
different distribution compared to the entire population or not.

5.2.2. Group Manipulation View

In Figure 3B3 the group manipulation view enables creation and
manipulation of groups of patients. Created groups and their num-
ber of patients are shown in this view, which helps addressing T1
and T2 for groups of patients. Every group is identified with a name
and a color that are assigned when created. In our system, we as-
sume non-overlapping groups. Once patients have been added to a
group, the PCP component updates accordingly, color coding each
patient with the group color that it belongs to.

PerSleep provides a mechanism to create groups automatically
using DBSCAN [EKS*96]. The clustering technique is fed with
the normalized confusion matrices for each patient. Normalization
is done per patient according to the total number of epochs. The
aim of the clustering is to help experts in finding groups of patients
that have similar model performance. The technique takes two pa-
rameters: minPts and €. We set minPts to be 2 as we are interested
in groups that contain at least two patients. € can be adapted to en-
able exploration of different cluster outputs. We use an euclidean
distance as the distance metric.

Groups can be selected on demand to explore performance data
exclusively for those patients contained in the selected group.
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5.2.3. Population View

The population view (see Figure 3B4) contains a table-like view
that displays descriptive information of the recording of the pa-
tients and a summary of the disagreement for the selected mod-
els. We opt to explicitly encode the differences between the two
sequences [GAW ™ 11] by computing the epochs in which they dis-
agree. This can be utilized to spot regions of disagreement, which
partly supports task T4. Our visual encoding guarantees visibil-
ity [Mun14] of the disagreements. Moreover, visual aids are added
to depict three partitions of each sequence to ease comparison be-
tween patients with different sleep duration. Recordings can have
different lenghts, which are shown numerically. For each patient,
the visualization of the recording is stretched over the full width
of the column to ease comparison. This is motivated by discussion
with experts who needed to understand if errors present any pattern
at a night level. The population view also indicates the groups to
which patients belong. It is done by color coding the icon button
placed on the left side of this view.

Users can sort the table of patients based on data attributes. This
helps to quickly find patients for which a model performs the worst
or the best. This view provides ways to select a patient for further
exploration. Once a patient is selected, the patient data view, per-
formance view and physiological data view change accordingly to
show the information for this patient. We opt to keep the selected
patient always visible by creating a visual duplicate on the top of
the list. This is very helpful for experts to be aware of the patient
that was selected, even when scrolling through the list. The group
view updates to indicate the group to which this patient belongs by
changing its visual encoding (see Figure 3B3). Moreover, patients
can be unchecked such that they are not included in a group upon
group creation. This gives a fine-grained method to exclude patients
from the selections performed in the patient attribute views.

5.3. Performance View

To support task T3 we introduce the performance view, which is
composed of two components: probability view and confusion ma-
trix view. They are aimed to be used together to gain insights into
the performance of the model.

The probability view depicts a multi-axis view that conveys in-
formation about the probabilities for every epoch (see Figure 4).
Each axis depicts the probability for each sleep stage, which are di-
vided in ten bins of equal size ranging from 0 to 100. We distinguish
between two categories: agreements and disagreements, which are
placed on the right and left of each axis respectively. Each category
features a vertical barchart depicting the number of predictions for
a specific probability. The agreements represent the true positives,
whereas the disagreements can represent either false negatives or
false positives based on the choice of the user. False negatives for
class C in a multiclass problem are those samples where the refer-
ence model classified as C, whereas the test model classified oth-
erwise. Similarly, false positives are samples where the test model
classified as C but the reference model did differently.

This view is linked with other components and updates when a
selection is performed to accordingly show the aggregated values.
Also, the expert can select specific bins in this view to generate a

Prob. Class 4 Class B Class C < Predicted/
100 Labeled

+Class 4

+Class B

+Class C

. FP |:| TP E:}Selection Probability distributions
Figure 4: Glyph design of probability view. A multi-axis depicts
the distribution of true positives and false positives per class. A line
plot reveals the probability distribution for each prediction con-
tained in a selected bin. The right axis depicts the labeled class.

line plot in the background (see Figure 3C1). It displays a double
histogram for each class where each bin depicts the probability of a
prediction. For each histogram, the right side shows agreements be-
tween both models (i.e., true positives and true negatives), whereas
the left side depicts disagreements (i.e., false positives, false nega-
tives or a combination of both). Moreover, the right-most axis de-
picts either the labeled or predicted class depending on whether the
user is interested in false positives or false negatives, respectively.
This complements the information shown in the confusion matrix
view to give a better overview of the performance of the model.

The confusion matrix view (see Figure 3C2) provides a per-
formance summary for every sleep stage. It is a standard way of
presenting performance in multi-class scenarios. Although it can
present information for any number of distinct classes, it is a good
practice to keep this number low. In general, we deal with up to five
distinct classes in sleep staging, thus clutter is not an issue. Pre-
vious work [GCWGvVW19] also used a confusion matrix to guide
the user to find potential misclassifications when ground truth is
not available. In PerSleep, ground truth is available. Therefore, our
confusion matrix shows the actual data rather than an estimate.

Sleep staging is, by definition, an imbalanced problem
[SDWG17] with higher frequency of class N2. This poses the prob-
lem of getting biased insights when visually inspecting the con-
fusion matrix. We provide an interactive confusion matrix where
experts can decide how to display the data in the cells. Four pos-
sibilities are available: whole numbers, percentages, precision and
recall. Percentages, precision and recall values are shown as ratios
in our approach. When selecting recall or precision in the confu-
sion matrix, the visual encoding adapts to better convey that num-
bers are normalized per column or per row. The confusion matrix
can convey a general message on where accuracy and error occur
more often. However, it is difficult to get an idea on the relative dis-
tributions of errors. For this reason, we accompany the confusion
matrix with a double, vertical bar chart (Figure 3C3). The top side
shows the true positives and true negative epochs (i.e., matching
epochs), whereas the bottom side displays either false negatives,
false positives or a combination of both (i.e., mismatching epochs).
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Next to the confusion matrix, accuracy and kappa statistics are
shown. These are understood by most experts in sleep staging.

Experts can interact with the cells of the confusion matrix. When
one is selected, it filters out those patients that have at least one
epoch in the selected category. For example, experts can select pa-
tients where REM is confused with N3. This particular situation is
of interest since REM and N3 are conceptually very different.

5.4. Physiological Data View

The physiological data view is shown in Figure 3D1, D2 and D3
and addresses task T4. This component provides a close look at
the predictions of the test model, the ground truth of the reference
model, and the signals for a single patient. Restricting to a sin-
gle patient is motivated by discussions with the somnologist who
stated that visualizing hypnograms simultaneously for many pa-
tients would rather obfuscate the analysis. By default, the hypno-
grams of the selected models are displayed. However, the expert
may alternatively choose to visualize the hypnogram of other mod-
els (Figure 3D2) for quick comparisons.

This view features a piano-roll visualization for both test and
reference scored hypnograms (see Figure 5a). It provides a visual
overview on how similar they are. Both hypnograms follow a lin-
ear representation, with relative scale and unified layout [BLB*16].
Sometimes, deviations can be subtle and difficult to spot. To this
end, we propose a combination of juxtaposition and explicit codi-
fication of differences [GAW* 11]. The difference view follows the
same principles as in the population view. The piano roll encodes
sleep stages with position and color. Experts can switch to a single
color piano-roll, which is closer to the representations they cur-
rently use in the sleep domain, or customize the colors for each
sleep stage, which updates the entire interface of PerSleep. Our pre-
vious work [GCWGvW 19] featured a similar view, however it was
restricted to just one hypnogram to enable experts to spot and brush
interesting patterns to find misclassifications.

When probability data is available, experts can choose to visu-
alize it together with the hypnogram (see Figure 3D1). This pro-
vides an overview on how the probabilities fluctuate, potentially
signaling situations in which the model was not sure about a pre-
diction. Similar to our previous work [GCWGvVW19], the proba-
bility is encoded in the background of the hypnogram. Two modes
are provided: predicted sleep stage or chosen sleep stage. The first
projects the probability of the class that is predicted in a certain
epoch, whereas the second enables experts to visualize the proba-
bility of a sleep stage for all the epochs. This is useful to generate
hypotheses about what the model detects in the input data.

Basic demographic information, such as age and sex, is shown
in this view when a patient is selected. These demographics are
important for experts in order to correctly interpret the hypnogram.
The sleep of young and old people is different, for example. Patient
ID and file name are shown for completeness such that the expert
can quickly identify the patient being visualized and from which
file the PSG is taken. Experts can explore patient data in full detail
by clicking on the medical notes icon, which opens a new window
where the full data is listed in tabular form.
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Figure 5: Glyph design used in physiological data view. a) depicts
the way we visualize hypnograms when selections are done in the
performance view; b) shows the way we encode the differences be-
tween predicted and labeled hypnograms, where the colored stripes

indicate disagreement and different opacity is used to depict cur-
rent selection; c) presents the slider used to select a specific epoch.

Labeled

A widget on the upper left brings the set of signals. The ex-
pert can select any available signal to be shown below the hypno-
grams (Figure 3D3). This provides a flexible mechanism to deal
with models that have different input signals (e.g., with and with-
out respiratory information). Every signal is shown through a time
window, which can be configured by the expert. Navigation is en-
abled in epoch units. The expert can set the length of the signal
in seconds to be displayed, giving more flexibility to explore the
epochs surrounding a prediction.

Two main interactions are provided. The first one concerns selec-
tions of parts of the hypnograms with focus+context. To this end,
we rely on brushing over the difference view. It facilitates the selec-
tion of disagreeing, or interesting in general, fragments. The second
interaction enables quick navigation to the input data for a specific
epoch. This can be done by dragging a slider over the hypnograms.
The design of the slider provides hints indicating the class of the
test and the reference models. A line connecting both ends encodes
whether they both classes agree. Examples can be seen in Figure Sc.

5.5. Complexity and Scalability

PerSleep has been implemented as a web app that entirely runs on
client side. This means that data never goes out of the local ma-
chine of the user, and everything remains in the local storage of the
web-client. This decision was made to ensure there are no privacy
issues with the data being analyzed. However, it also introduces
limitations that need to be addressed.

The visualization of the input data besides the outcomes is im-
portant for performance evaluation. In sleep staging, many physi-
ological signals are recorded, resulting in a large amount of data.
In order to enable a smooth data exploration, we make use of We-
bAssembly [HRS*17] to run EDFlib, a C library that reads EDF
[KVR™*92] files efficiently. With this approach, we achieve a nearly
native speed, resulting in a smooth and viable data exploration.

Another consideration goes for the computation of data at-
tributes. As discussed in previous sections, our approach provides
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Figure 6: a) initial set of patients for ECG model; b) selection with accuracy higher than 50%; c) selection of patients older than 60.

mechanisms to define new attributes. These are recomputed on de-
mand every time a new model has been imported. This ensures that
PerSleep remains responsive during the exploratory phase.

We have run experiments with 236 patients and 463,090 epochs.
In other experiments based on real-world data, we handled smaller
amounts of data in terms of patients and, thus, number of epochs.
Our approach has been able to handle all our experiments ade-
quately and no concerns arose from our users. We have observed
that the probability view tends to be computationally most demand-
ing of our system. However, we have not experienced any signifi-
cant impact on the interactive performance for real-world use cases.

6. Use Case

We demonstrate our approach on a real-world multivariate sleep
dataset which contains three different alternative sleep stag-
ing models, based on the use of ECG, respiratory effort and
ECG+respiratory data. The data that these models consume can be
extracted from surrogate devices. For example, the ECG model is
fed with heart rate variability, which can be measured with most
modern smartwatches. The interest of the experts in these models
is to verify if they could replace the gold standard (i.e., PSG) to
perform sleep studies in a less intrusive manner. The three models
output 4 classes: awake, NI+N2, N3 and REM. The dataset was
recorded in a Dutch hospital as part of a study about sleep in 74
patients with intellectual disabilities more than 16 years old who
suffered from a variety of sleep problems. Some patients present
comorbidities such as heart problems and epilepsy. The patients re-
ceived a PSG during routine clinical care. Patients with absent ECG
channels or poor ECG and EEG were discarded from the study. Pa-
tients’ attributes such as age, sex, comorbidities, primary diagnosis,
whether they receive medication, etc. are available in the dataset.
We show how the visualizations and interactions in our approach
help experts to gain insights into this dataset. The use case was per-
formed throughout several interactive group sessions with a som-
nologist, a machine learning expert and a signal processing expert.
The three users are all knowledgeable about sleep and machine
learning. A multidisciplinary setting is common for assessing the
performance of a ML model. Each expert can add a different point
of view: the somnologist provides a clinical perspective, the ML
expert adds knowledge about the model and the signal processing
expert includes feedback about the signals fed to the ML model.

Generally, interesting patients are those that exhibit an extremely
good or bad performance compared to others. Initially, we created

a case study in our system containing the patients recorded in the
previously defined study. Then, we incorporated the data from the
three models, resulting in 79,573 epochs per model.

First, experts selected the ECG model as test model, and human
scoring based on EEG as the reference model. We started the explo-
ration by inspecting relationships between data attributes. Experts
wanted to verify if there was some correlation between basic de-
mographics and accuracy. For this, the experts selected age in the
barchart view, and age and accuracy in the PCP. After a first inspec-
tion of the PCP, the experts observed a certain trend of lower accu-
racy scores for older patients. In particular, for 3 out of 4 patients
(75%) that are 60 or older, the ECG model scored lower than 50%
in terms of accuracy. This contrasts to patients that are younger
than 60, where for just 6 out of 70 of them (9%) the model scored
lower than 50% accuracy (Figure 6). This finding was interesting,
as there is no data on age dependency of alternative sleep staging
models. We explored the same set of patients with the respiratory
model. In this case, only 1 out of 4 patients scored lower than 50%
accuracy, which may indicate that the ECG model is not reliable
for older patients. A closer inspection of this patient revealed that
the ECG model was not able to detect any REM stage, and most of
times the model confused N3 with N1/N2.

Epilepsy appears to be more prevalent among people with intel-
lectual disabilities. In fact, it is believed that up to one-fifth of the
population with intellectual disabilities also suffer from epilepsy.
Epilepsy certainly has an impact on sleep abnormalities. In partic-
ular, it can increase sleep latency (i.e., time to fall asleep), sleep
fragmentation, awakenings and stage shifts [MRO1]. However, in
addition, epileptic activity in the EEG can make it more difficult to
annotate sleep stages. For these reasons, the experts wanted to un-
derstand how the ECG model was performing on these patients. To
this end, the experts created two groups: patients with and without
epilepsy. These groups resulted in 28 and 46 patients respectively.
We observed that average accuracy and kappa values were very
similar for both groups, which suggests that the ECG model is not
performing differently for patients with epilepsy.

To gain more insights into the epilepsy patients, the experts
sorted the patient list by accuracy to focus on the top and bottom
cases. In particular, we found one case with low accuracy (44%)
which contained only ECG artifacts (Figure 7 top). Despite this,
the model was still able to classify some sleep stages. The ex-
perts switched the test model to check how the respiratory and
ECG+respiratory models performed. The respiratory model, whose
data does not seem to contain artifacts, scored slightly lower (42%)
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Figure 7: Patient (ID 51) with diagnosed epilepsy. The ECG model
(top row) performed slightly better than respiratory model (bottom
row) although the former used data with many artifacts as input,
which is shown for epoch 275 and a 30 seconds window.
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Figure 8: Examples of misleading statistics. The top row (ID 114)
presents a case in which the test ECG model does not recognize
REM fragmentation (see red circles). Bottom row (ID 133) have
similar clinical interpretation (i.e., similar overall pattern) despite
the low accuracy and kappa of the test model.

than the ECG (Figure 7 bottom). However, it was interesting to note
that the combination of both (ECG+respiratory) provided a slightly
better performance (48%). Experts looked at comments made by
the sleep technicians by clicking on the medical notes icon. It was
clear that the technician scoring the reference sleep recording had
trouble identifying some sleep stages while it was easy to distin-
guish between wake and sleep. It was difficult to decide between
NI/N2 and N3 in this patient. After reading these annotations, the
experts suggested that the ECG model may be providing a better
scoring than the human EEG based scoring.

From this moment of the analysis, experts focused on selecting
patients from the full patient list to obtain an idea on common prob-
lems. Experts detected two common situations: REM misclassifi-
cations and N3 fragmentation. Regarding REM misclassifications,
the experts proposed that this could be caused by sleep apnea (often
occurring in this stage), or autonomic dysfunction leading to abnor-
mal ECG patterns in REM. By inspecting the data, they were able
to verify that a breathing disorder was indeed diagnosed for some
of these patients.

© 2021 The Author(s)
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During this part of the analysis, experts found cases in which
aggregated metrics (accuracy and kappa) were absolutely mislead-
ing. In particular, they found cases where kappa and accuracy were
high, but the clinical interpretation of the two hypnograms would be
very different (Figure 8 top) due to the absence of sleep fragmenta-
tion. Similarly, we found some cases in which kappa and accuracy
were low, but the clinical interpretation of the test model would
most likely be the same as the reference model (Figure 8 bottom)
because the overall pattern of transitions looks alike for the test and
the reference model.

6.1. Sleep Fragmentation

Sleep fragmentation is one of the problems depicted in Figure 2.
One of the causes of sleep fragmentation is medication. To analyze
how our model copes with this, the experts selected three attributes
in the PCP view: transitions in the reference model, medication
and transitions in the test model. Immediately, they observed two
things: medication seems to have an influence in the total number
of transitions in the reference model but not in the test model; and
the test model produced a significantly lower number of transitions
for all the patients (see Figure 9). The latter may indicate that the
model is smoothing the resulting hypnograms.

In order to verity this hypothesis, the experts created two groups
of patients. The first group contained patients with a low number
of transitions (< 150) whereas the second had a high number of
transitions (> 150) according to the reference model. Initially, they
noticed that both groups had different performance metrics (70% vs
60% accuracy; 0.5 vs 0.4 kappa). Next, they wanted to gain more
insights into the behavior of the model for each group. They started
the analysis by selecting the group with many transitions and sort-
ing the patient list by accuracy. After inspecting several patients
with different accuracy values, they discovered that sleep fragmen-
tation was indeed not correctly detected in the vast majority of the
cases. They repeated the process for the other group of patients.
They found out that the majority of patients did not present a very
fragmented hypnogram, but they found a few cases that presented
fragmentation and yet the model produced a smoother version that
omitted such fragmentation. This may indicate that the model is
not able to capture the transitions between sleep stages as a human
scorer would.

Transitions Test

Transitions Reference

Medication

Figure 9: PCP comparing transitions in test and reference model
against medication. As can be seen, the test model seems to smooth
the number of transitions for patients with and without medication.



132 H. S. Garcia Caballero, A. Corvo, F. van Meulen, P. Fonseca, S. Overeem, J.J. van Wijk & M. A. Westenberg / PerSleep

7. Discussion

The use case presented in Section 6 shows how PerSleep can be
used for an exploratory analysis to evaluate the performance of a
ML model for sleep staging. This is done by leveraging the pro-
posed design to explore the data from different perspectives. Tight
linking between patient data and epoch data provides the somnolo-
gist and the ML experts a mechanism to generate and test hypothe-
ses that would otherwise require a lot of manual work.

The definition of performance for sleep staging is ill-defined due
to the coarse-grained nature of traditional metrics that are often pro-
vided when evaluating sleep staging classifiers. According to the
somnologist and ML expert: “There was a clinical message out of
this. It shows that the clinical interpretability of a surrogate or tar-
get hypnogram definitely is not fully determined by the kappa and
accuracy numbers”. This claim strongly supports the need for vi-
sual analytics systems that help in performing exploratory analysis
of performance in sleep staging.

The current workflow for performance analysis in sleep staging
is rather cumbersome. It often involves several steps performed in
different platforms and software. Among the steps, we can find vi-
sual tasks like analysis of hypnograms, etc. Our approach unifies
all the steps and provides mechanisms to link elements in a visual
manner. A remark from the somnologist after the use case was: “In
papers, you very often look either at the group level or some il-
lustrated hypnograms. One of the merits of PerSleep resides in the
ability to analyze very quickly individual recordings (i.e., hypno-
grams) so one could search for specific reasons why discrepancies
happen, which can really be different from subject to subject”.

In general, working with clinicians limits the choices when de-
signing a visual analytics system. For example, we found that the
PCP was on the edge of complexity for the doctor. This motivates
using simple visualizations. Clinicians are used to some graphical
representations (in this case hypnograms). These traditions must be
respected and included in the final design. Otherwise, the system
may become unusable for clinicians.

As for other approaches, ours has limitations. For instance, ours
does not deal with techniques that use inputs such as images. This
affects the generalization of our approach. Also, we heavily rely on
prior knowledge from the expert on the models being analyzed such
as the input data, or the set of patients (e.g., healthy or not). Addi-
tionally, the creation of new data attributes relies on prior knowl-
edge with scripting languages, which can be a problem for experts
on sleep medicine that lack of a more technical background. Fi-
nally, our approach does not provide mechanisms to distinguish
between findings that may not be statistically significant. We how-
ever believe this is alleviated because the users can rely on their
expertise to decide whether the findings are representative or not.

7.1. Approach Generalization

Our approach can be generalized to other domains. In the medical
field, it can be applied in epilepsy prediction [SMMHH?20]. In this
context, ML models are used to detect seizures from EEG data.
Hence, this domain shares many similarities with sleep staging:
predictions are collected per patient, which also has multivariate

data, and they are sequential. The data abstractions of the epilepsy
and the sleep staging domains are alike.

In epilepsy detection, ML models are trained to, at least, detect
two different classes: seizure, and non-seizures. These classes can
be split into more specialized ones to characterize the severity of
the epilepsy: simple-partial, complex-partial, generalize convulsive
and generalize non-convulsive seizures. The former two epilepsy
seizures happen in one hemisphere of the brain, whereas the latter
two happen in the whole brain. Usually, the duration of a seizure
ranges from seconds to minutes. Users in this field would be in-
terested in correctly recognizing the type of seizures to determine
the severity of the epilepsy attack and correlate the predictions of
the model with other clinical data. Our approach was designed to
address the tasks stated in Section 3. Except T4, which involves
comparing hypnograms, the remaining tasks would still be suit-
able in this field. Additionally, locating the origin of the seizure
is important in epilepsy detection. In this regard, the EEG (i.e., the
brain electrodes) already gives some clues on where the seizure
took place. Therefore, it would be necessary to add a new task.
This would help in locating the origin of the seizure.

8. Conclusions and Future Work

We presented a novel approach to evaluate the performance of ML
models for sleep staging. It combines different visual and interac-
tive components to enable experts to conduct their exploratory anal-
ysis. In contrast to related work, we address a problem that involves
predictions over time in combination with patient data, which can-
not be dealt with using current approaches. A use case has been
presented to demonstrate our approach where we describe the main
discoveries made by experts during exploration.

In principle, a similar approach like ours can be used to any situa-
tion where complex dynamic signals have to be judged for the state
of the object of interest. In our case, we took care to understand the
needs of our collaborators and carefully tuned the system accord-
ingly. This may be simply the way to go, but it is also intensive. The
design of a generic, flexible system that enables similar function-
ality without programming is still an open challenge. As for future
work, we aim to extend the clustering capabilities of our approach
and evaluate different techniques and distance metrics. Finally, an-
alyzing the uncertainty of a model would be greatly interesting.
This is motivated by the work of Stephansen et al. [SOO™ 18] where
they used uncertainty to model a narcolepsy classifier, raising ex-
pectations for the discovery of other sleep-related disease markers.
Incorporating this information in a visual analytics system like Per-
Sleep could help discovering new markers.
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