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Figure 1: Rendering of automatically generated procedural content (left), image-based reconstructed buildings (middle) and our inverse

procedurally generated buildings (right).

Abstract

We present a city reconstruction and visualization framework that integrates geometric models reconstructed with a range of
different techniques. The framework generates the vast majority of buildings procedurally, which yields plausible visualizations
for structurally simple buildings, e.g. residential buildings. For structurally complex landmarks, e.g. churches, a procedural
approach does not achieve satisfactory visual fidelity. Thus, we also employ image-based techniques to reconstruct the latter in a
more realistic, recognizable way. As the manual acquisition of data required for the procedural and image-based reconstructions
is practically infeasible for whole cities, we rely on publicly available data as well as crowd sourcing projects. This enables our
framework to render views from cities without any dedicated data acquisition as long as there are sufficient public data sources
available. To obtain a more lively impression of a city, we also visualize dynamic features like weather conditions and traffic

based on publicly available real-time data.

1. Introduction

City planning, (pedestrian) navigation and virtual tourism are just a
few of the many use-cases of realistic three-dimensional city mod-
els. However, a manual creation of rich and detailed models re-
quired for those applications is infeasible, which is why the auto-
mated reconstruction of cities is an active field of research. Those
reconstructions can be based on a variety of different input data
sources, including city maps, street level photos, aerial images or
laser scans. These differ essentially in both difficulty of acquisition
and reconstruction quality. Thus, a major challenge in automated
city reconstruction is to keep the data acquisition effort low and, at
the same time, to ensure that the visualization reflects the city in a
faithful and visually appealing manner.

We present a city reconstruction and visualization framework
which handles different types of buildings based on different re-
construction techniques. All of the data we use for reconstruction
and visualization is publicly available or can be acquired by crowd-
sourcing. Figure 1 shows three views of a city visualization, each
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displaying different kinds of reconstructions. The vast majority of
buildings is procedurally generated from 2D maps acquired from
the collaborative OpenStreetMap (OSM) project [osm16]. While
such a fully-automatic procedural approach works well with sim-
ple residential buildings, structurally more challenging buildings
demand for more elaborate techniques, as depicted in Figure 2.

Thus, to visualize such buildings, we use image-based tech-
niques. The City Reconstructions framework from Untzelmann et
al. [USMK13] fits well for our purpose as it provides the collab-
orative image-based reconstruction of point clouds from input im-
ages and also uses OSM data to align the building point clouds to
a common coordinate frame. We present a semi-interactive tool to
post-process these point clouds and to extract watertight 3D mod-
els. Furthermore, to exploit the regular structures and symmetries
common to most urban buildings, we propose an image-based in-
verse semi-procedural modeling technique.

To further enhance the realistic impression of our city visualiza-
tion we add pedestrian and traffic simulations based on the same
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Figure 2: The Aachen cathedral reconstructed procedurally from
OSM data (left) and reconstructed from images (right).

Figure 3: Realistic traffic lanes are generated from OSM data and
used for the visualization as well as the traffic simulation.

2D map data as well as weather rendering based on real-time data
as seen in Figure 3.

2. Related Work

Various results from procedural modeling can and are applied to
cities and their visualization. Miiller er al. worked on procedu-
rally modeling cities in general [PMO1] and buildings in particu-
lar [MWH™06]. They also published an approach for image-based
inverse procedural modeling of facades [MZWVGO7]. Later, their
work led to the commercial product Esri CityEngine [MueO7].
Procedural models for architecture are often based around various
grammars and their extension, with one particularly expressive one
presented by Schwarz et al. [SM15]. We incorporate the approach
by Krecklau er al. [KBK13] which evaluates facade grammars on
the GPU and additionally generate novel geometry on the fly, re-
sulting in a rich visualization.

The major challenges in non-procedural approaches for city vi-
sualization are the vast amount of data that have to be managed
and the investigation of techniques that are able to visualize it ef-
ficiently. Liono et al. [LSS15] analyzed the management and re-
trieval of data sources for urban visualization and concentrated
on the difficulties posed by heterogeneous data. Gaillard et al.
[GVB*15] optimized the visualization process itself to allow it
to run in a web browser. Common techniques to make the ren-
dering scalable are culling and level of detail management. Yang
et al. [YPLO7] use general GIS data to evaluate visibility for de-

sign decisions in urban planning. Gal et al. [GD12] calculate visi-
bility explicitly for procedurally generated cities. Wonka [WonO1]
uses visibility information to perform culling of geometry to re-
duce the rendering load. Yilmaz et al. [YGO7] also perform oc-
clusion culling for urban scenarios but with a conservative slicing
algorithm.

In practice, high quality geometric and texture data for build-
ings and landscapes is typically created by artists. A viable alter-
native to this costly and time-consuming method are image-based
techniques, like Structure-from-Motion (SfM) [BP12, ASS*09,
FFGG™10,FCSS10, SPF10].

Our visualization uses the SfM framework from Untzelmann et
al. [USMK13] which aims to reconstruct buildings using many im-
ages taken from users in a collaborative online system with con-
sumer grade hardware. The BigSFM project [big] has a similar ap-
proach but tries to automatize it for internet-scale heterogeneous
image collections. Wu et al.extract schematic surface representa-
tions from SfM reconstructions [WACS12]. Xiao et al. [XFZ*09]
apply semantic segmentation and structure analysis on facade im-
ages to obtain convincing 3D street models. Their approach for the
detection of repetitive facade patterns shares some concepts with
our inverse procedural approach we discuss in Section 4. Vahl and
Lukas [VL13] do not use street-level imagery but extract facade
models from oblique aerial images.

While image-based techniques result in realistic reconstructions,
the acquisition of images for all buildings of a city is practically
infeasible. Previous approaches try to overcome this issue by ex-
ploiting internet photo collections [ASS*09, FFGG* 10, FCSS10,
SPF10]. However, such freely available online databases usually
cover only touristic landmarks or inner cities sufficiently but not
residential areas or suburbs. Procedural techniques, on the other
hand, scale well but fail to represent complex buildings in a
pleasing way. Thus, our approach to city visualization combines
the strengths of both techniques and relies on publicly available,
crowd-sourced data.

3. Procedural City Reconstruction from Public Data

Our city reconstruction and visualization framework Virtual
Aachen generates a city model from various sources. We parse
the OSM database to leverage different data sources in our frame-
work. The street layout and ground is represented by a 3D mesh di-
rectly derived from the street and lane information in OSM. While
nodes in OSM can store the elevation as well, this data is only
rarely present so we ignore the elevation from that source and use
the height values from the height-maps provided by a NASA mis-
sion [Ram]. The elevation data has an accuracy of one meter and
samples the majority of the populated earth surface at up to one
sampling point per 30 meters with a minimum resolution of one
sampling point per 90 meters.

OSM is rich in data normally not associated with street maps.
Points-of-interests like public mailboxes, phone booths, park
benches and traffic lights are individually mapped. We add those
and other pieces of city furniture into our model by adding an in-
stance from a mesh database (see Figure 4). Individual trees get
instanced in a similar fashion as city furniture but we also add trees
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Figure 4: Points of interests based on OSM data are instanced at
their actual locations.

Figure 5: The city of Aachen with a procedural forest in the fore-
ground.

in a randomized pattern in areas which are mapped as forests as
depicted in Figure 5.

As we have already knowledge of the street layouts, we add this
data to a traffic and pedestrian simulation to let the city appear more
lively. OSM includes information about one-way streets, speed lim-
its and street types which can be used to enhance the plausibility of
the simulation. Real-time traffic data is also acquired and constrains
the traffic simulation where it is available.

Whenever we lack an image-based representation of a building,
we generate it from OSM data. Not only the outline of a build-
ing can get stored in OSM, we found that for larger cities the data
also includes the height of buildings (as number of floors), the roof
shape, roof and facade color, as well as the usage of a building.
Most stores for example are mapped correctly by store type. All
of this information is used for our procedural building generation.
We generate procedural facades based on the grammars presented
by Krecklau et al. [KBK13] while extending the method by utiliz-
ing OSM metadata, for example the actual location of the entrance
and the type of a store by adding store signs as depicted in Fig-
ure 6. As the image-based reconstructed buildings discussed in the
following section are mapped to the corresponding OSM building
outline within the City Reconstructions framework [USMK13], we
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Figure 6: Detail objects on procedural facades. When the type of a
store is known, a matching sign is placed on the facade.

Figure 7: Different weather conditions: Sunny, cloudy and raining.

can easily replace procedural buildings by more realistic represen-
tations.

The renderer further queries the current weather at the center of
the city map from a web service [for] to mimic the actual weather
condition and lighting as depicted in Figure 7. The current sun po-
sition gets calculated based on the time of day as well as the geo-
graphical location of the city (see Figure 8).

Ultimately, all used data sources are either based on or mapped
to OpenStreetMap to avoid mismatches of the positions. Both, the
procedural data sources as well as the image-based sources rely on
crowd-sourcing to ensure good scalability and low cost. However,
our framework is not limited to this scenario.

4. Image-Based Building Reconstruction

The approach of Untzelmann et al. [USMKI13] is well-suited for
our multi-source city visualization, as it offers the reconstruction
of cities on a building level, with the resulting point clouds readily
aligned with the OSM coordinate frame. Furthermore, the frame-
work comes along with apps for iOS and Android that permit citi-
zens to contribute to the reconstruction of their own city by upload-
ing images of local buildings. This goes well with the also crowd-
sourced OSM data.

We utilize Poisson reconstruction to extract a closed triangle
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Figure 8: The same location at different times of day.

Figure 9: Comparison of a reconstructed mesh before (left) and af-
ter (right) post-processing. With our tool, it took less than 10 min-
utes to obtain the mesh on the right.

mesh from the unstructured building point clouds [KBH06]. How-
ever, as depicted in Figure 9, lack of data in a point cloud mani-
fest themselves in artefacts of the resulting mesh. A common issue
in image-based reconstruction are not or only partially observable
building parts, like roofs or inaccessible parts of the facades. Also,
image noise or false-positive feature matches can lead to wrongly
reconstructed geometry. To overcome these issues, we developed
a tool for semi-automatic post-processing of point clouds (Sec-
tion 4.1).

Most urban facades exhibit a highly regular structure, e.g. win-
dows that are arranged in a regular grid. Exploiting such regularities
can significantly improve the visualization of such buildings and, at
the same time, reduce rendering time and memory load. In Section
4.2 we briefly present our algorithm to detect such regularities.

4.1. Semi-Interactive Point Cloud Post-Processing

Figure 10 shows a screenshot of the tool we developed for the semi-
automatic post-processing of point clouds. It offers an intuitive in-
terface to select points that project within a circular window cen-
tered at the cursor, whose size can be altered with the scroll wheel.
Selected points can be removed or mirrored around an axis that can
be specified via drag and drop. Especially the latter is useful for

Figure 10: Screenshot of our tool for the semi-automatic post-
processing of point clouds.

buildings for which not all facades are publicly accessible. Well-
reconstructed facades can simply be mirrored to create a plausible,
although not necessarily faithful visualization for such buildings,
as displayed in Figure 9. Additionally, our tool provides step-wise
smoothing and decimation of the Poisson-reconstructed meshes to
remove noise and to reduce their complexity.

4.2. Inverse Procedural Facade Modeling

For the detection of structural regularities we use the input images
along with the camera poses and the point cloud we obtain from the
City Reconstructions framework. We further rectify the images by
detecting horizontal and vertical vanishing points and computing a
rotation that puts them to infinity [BP12]. As a first step, we have
to identify the rectangular areas spanned by the individual facades,
i.e. we have to separate the facades of neighbouring buildings from
each other. We detect strong vertical edges in the rectified images
to split the facades horizontally and use the point cloud to estimate
the vertical extent and an average depth d of a facade.

Having separated the facades, our goal is to detect symmetry
groups, i.e. sets of rectangular areas, such that all members of a
symmetry group correspond to the same structural facade element.
To achieve this, we first split a facade into rectangular areas aligned
with the facades horizontal and vertical axes, such that each area
contains either only a structural instance, e.g. a window, door or
balcony, or only wall (Figure 11). The structural areas are then clus-
tered based on their pixel intensities to build the symmetry groups.

The facade splitting is done first vertically, to split the facade
into alternating structural floors and wall floors, and then per-
formed along the horizontal direction for each structural floor. We
briefly explain the vertical splitting only, as the subsequent hori-
zontal splitting is analogous.

To split structural floors from wall floors, we assume that the wall
covers most of the facades area and that the facade wall has constant
depth. Thus, we employ a voting scheme to detect the most domi-
nant facade depth. We discretize the facade into 1cm X lem X 1em
voxels, such that the first two dimension correspond to the facade’s
principal axes and the third dimension corresponds to facade depth.
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Figure 11: Structural splitting of a facade. Left: Green pixels be-
long to the set D,,. Middle: The function f,,(y). The red line corre-
sponds to the splitting threshold Tp);;. Right: Vertically and hori-
zontally split facade.

Here, we consider only depths within 25¢m distance to d. We now
let each voxel (x,y, d)T vote for the depth d iff

eph(x7y7d) Stph A eph(xvy’d) Saeph(x7y7d:t1) . (H

Here, e, indicates the photometric error of a voxel (x, y,d)T
that measures the variance of the pixel intensities at the voxel’s
projections onto the input images. The first condition ensures that
this error is below a threshold 1, and the second condition requires
that e, is by a factor o smaller compared to both voxels neighbors
along the depth dimension non-minimum suppression. The latter
prevents that homogeneously textured facade regions tamper the
result with false votes.

We now accumulate the votes for each depth d along the xy-plane
and take the depth with the maximum number of votes as wall depth
dyv. Additionally, we assign each pixel (x,y)” to depth dy, and add
it to the set of all wall pixels D, if the voxel (x,y,d\) satisfies
Condition 1. Due to the second term in Condition 1 this yields only
a very sparse subset of actual wall pixels. Thus, we iteratively ex-
pand D,, by adding neighbors of pixels in Dy, that satisfy only the
first term in Condition 1. This is done as long as no more pixels
can be added followed by morphological filtering to close remain-
ing small holes in the wall. This results in a fairly dense set D, as
shown in Figure 11. We then define a function f,(y) =Y. 1p, (x,y)
that counts the number of all wall pixels for each pixel row and a
smoothed version fi,(y) = go(y) * fw(y), where go is a Gaussian
kernel with standard deviation &, which we set to 5 throughout our
experiments. Vertical splits are placed between those rows at which
fw(y) falls below or exceeds a threshold 7,;;;. The parameters T,
o and Ty are user-controllable and set to t,, = 0.0025, o0 = 1.25
and T;;; = 0.8 for our experiments.

Having computed the symmetry groups, we can match each
group to a manually prepared library of structural instances to re-
place it with a high-quality library instance in the visualization.
This is also beneficial from a privacy-preserving viewpoint, as re-
placing, e.g., windows with anonymous library instances prevents
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Figure 12: Left: A Poisson-reconstructed building. Right: The same
building reconstructed with our procedural approach. The windows
have been automatically replaced by a library instance.

that one can look inside the buildings. Figure 12 shows a building
that is visualized both, as a Poisson-reconstructed and as a pro-
cedurally reconstructed building. As can be seen, the procedurally
reconstructed building looks much cleaner, with the facades sepa-
rated by sharp edges.

5. Rendering

Our real-time rendering framework has to be able to visualize a
wide variety of different data types and needs to be flexible enough
to be extended to additional rendering techniques if needed (e.g.
new kinds of compressed or procedural meshes and facades). A
well known technique in modern real-time rendering is Deferred
Shading [DWS™*88]. In a first render pass, all the data needed for
the illumination is collected in a so called G-Buffer. A second,
screen-space pass can then use this data to perform the actual light-
ing calculations. The main benefit is an elimination of overdrawing
of already shaded pixels as these computations can often be the
main bottleneck in modern real-time rendering applications. This
is especially true for our procedural facades.

One important disadvantage is the requirement for a G-Buffer
data structure which has to be compatible with all rendering tech-
niques to be used. As our procedural facades require a complex
grammar evaluation, the required data for the shading differs sub-
stantially from the image-based reconstructed buildings and the in-
verse semi-procedural generated buildings. A common G-Buffer
layout proves to be too complex in this case which results in band-
width limitations during the first rendering pass and a too complex
uber-shader during the second pass. In addition to this, such an ar-
chitecture would not be flexible enough for later additions of other
novel geometry representations.

To eliminate the problem of overdraw we instead opted for a
Z-Prepass renderer which iterates over the geometry twice. During
the first pass only the Z-Buffer gets filled while the second pass will
perform the shading without any unneeded overdraw due to hard-
ware accelerated early Z testing. The main benefit is the complete
decoupling of different rendering techniques for different build-
ing representations. Different geometry representations which re-
quire different rendering techniques are organized in modules with
a common API. At least they have to provide a method to render
the objects into a Z buffer (used for the first pass as well as for
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shadow map generation) and a color pass which renders into the fi-
nal framebuffer. A third method to provide rendering of transparent
objects is optional.

It has been shown that the lighting can also get decoupled from
the geometry representations by extending this Z-Prepass renderer
into a Forward+ renderer [HMY12]. This has advantages in sce-
narios with many light sources, e.g.. when adding realistic night
rendering of the city with thousands of light sources.

While the procedural facades have an implicit level of detail as
the grammar will only get evaluated for visible pixels due to the Z-
prepass, the reconstructed buildings need an explicit level of detail.
For this, building variants with a reduced geometric complexity are
used. In addition to this, view frustum culling for the ground and
buildings as well as the instanced objects like trees is performed.

6. Future Work

Data acquisition, inverse procedural modeling and efficient render-
ing are the main challenges in extending the number of buildings
per city which we can represent using our inverse semi-procedural
representation. The data acquisition component can scale well with
the use of crowd sourcing as we have already implemented. Our
current implementation uses facades made up from building blocks
which were detected during the inverse modeling. This reduced the
amount of memory needed to represent large city areas. However,
in future research we want to extend this to model the facades from
3D elements and procedural material description when possible and
use the actual photo based texture only as a fallback for more un-
common facades. This will reduce the memory required even fur-
ther which also allows for more efficient rendering.

7. Conclusion

We presented a framework for city reconstruction and visualization
which is based on freely available data and crowd sourced images.
It combines different building representations based on the avail-
ability of input data and the building type. Our rendering architec-
ture can freely mix and visualize those different datasets as one city
representation.

As one of these building representations we introduced a novel
inverse semi-procedural representation of buildings based on crowd
sourced images together with a reconstruction pipeline.
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