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Abstract

Stippling illustrations of CEOs, authors, and world leaders have become an iconic style. Dot after dot is meticulously placed by
professional artists to complete a hedcut, being an extremely time-consuming and painstaking task. The automatic generation of
hedcuts by a computer is not simple since the understanding of the structure of faces and binary rendering of illustrations must
be captured by an algorithm. Current challenges relate to the shape and placement of the dots without generating unwanted
regularity artifacts. Recent neural style transfer techniques successfully separate the style from the content information of an
image. However, such approach, as it is, is not suitable for stippling rendering since its output suffers from spillover artifacts and
the placement of dots is arbitrary. The lack of aligned training data pairs also constraints the use of other deep-learning-based
techniques. To address these challenges, we propose a new neural-based style transfer algorithm that uses side information
to impose additional constraints on the direction of the dots. Experimental results show significant improvement in rendering

hedcuts.
CCS Concepts

o Computing methodologies — Non-photorealistic rendering;

1. Introduction

Hedcut' is a form of stippling illustrations in which the placement
of dots is along linear paths. Stippling illustrations are widely used
to faithfully represent details on objects’ surfaces when printed
in black and white. The Wall Street Journal became a pioneer in
the extensive use of hedcut illustrations in their articles as the one
shown in Figure 1a. The manual process for the elaboration of high-
quality stippling images is time-consuming, laborious, and requires
artistic training. For this reason, there is an interest in developing
algorithms that automatically render this form of style. Several non-
photorealistic rendering (NPR) techniques have been already pro-
posed for stippling drawings [RC12].

When rendering stippling drawings, the main challenge is to
capture the long experience of stipple artists about the placement
and shape of the dots. Early proposed methods are based on cen-
troidal Voronoi diagrams [BSD09, CYC*12, DGBOD12]. How-
ever, these methods do not completely represent stippling’s artis-
tic style since unwanted regularity artifacts are generated. More
recent efforts have tried to improve on these unwanted artifacts,
using distribution functions [AML10, SHS02], placement of dots
based on examples [KMI*09], and awareness of the structure
[LM11]. Only a few works have focused on hedcut stipplings

T The term “hedcut” comes from a newsroom abbreviation for “headline
cut".
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[KSL*08, KWME10, SLKL11a]. Among them, the method pro-
posed by Son et al [SLKL11a], considerably improves on previ-
ously proposed NPR techniques. In this method, a structure grid
based on a feature vector field of the input image is built. The dots
are placed at the intersections of the grid lines and shaped to match
the tone map of the image. Even though the results are pleasant,
it is easy to tell that it is not hand-made because of the computer-
ized look of the image, as observed in Figure 1b. More information
about the state of the art of NPR techniques for digital stippling can
be found in [MARI17].

Regarding learning-based techniques, a neural style transfer
(NST) algorithm using convolutional neural networks was pro-
posed by Gatys et al. [GEB16]. This technique successfully sep-
arates the style and the content information of an image, being able
to render the content of an image into many different styles. The
content and style feature representations are obtained from the fea-
ture maps of a convolutional neural network trained for classifi-
cation, such as VGG-19, [SZ14]. Nonetheless, NST is limited in
the faithfulness of the results for styles such as oil paint, pencil, or
watercolors [SID17]. In the case of stippling, neural style transfer
produces results with unwanted regularity artifacts. The placement
of the dots, however, is completely arbitrary. Hence, NTS is not
suitable for the rendering of hedcuts in which the direction of the
dots is a key component. Furthermore, hedcuts drawings are not
only composed by stipple dots, but also by hatching which is a
technique used to represent shading effects with parallel lines. For
this reason, spillover artifacts are generated by the NST algorithm
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(b) NPR

(¢c) NST

(d) Proposed method

Figure 1: Comparison of (a) hand-made hedcut [Gla], (b) direc-
tional stippling [SLKLI1a, SLKLI11b], (c) NST [GEBI6], and (d)
our method.

when using a hedcut like the one shown in Figure 1a as the refer-
ence style. This is the case of the image depicted in Figure 1c.

Many learning-based methods that have been proposed for im-
age translation [IZZE17,ZZP*17,WLZ* 18] rely on having aligned
pair data, which is difficult to obtain in the case of styles such as
hedcuts. More recent methods for image-to-image translation that
do not depend on paired data, learn the mapping from one do-
main to another using two conditional adversarial networks with
cycle-consistency regularization [ZPIE17]. The WSJ developed an
Al tool for the generation of hedcuts [(WS19, Bol19] by designing
a model that combines two of these approaches: pix2pix [IZZE17]
and CycleGAN [ZPIE17], and training this model on a dataset of
2000 labeled samples. Another technique that focuses on photo-to-
pencil translation was introduced in [LFH*19], in which training
data pairs are created by extracting clean outlines and tonal shad-
ings from original pencil drawings. Stippling shading is considered
as one of the drawing styles generated by this method.

In contrast, the method described in this paper considers neural
style transfer as the baseline to capture the features of the style,
overcoming unwanted regularity artifacts generated by NPR tech-
niques and requiring only one sample image. It also introduces ad-
ditional constraints into the objective function that depend on side
information obtained from the content image, introducing knowl-
edge about its structure. In the case of hedcut stippling, the place-
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Figure 2: General scheme for the rendering of hedcut style. A con-
tent image ¢ and a style image s [Gla] are used for the genera-
tion of the structure grid g and the segmentation masks M¢ and
Ms, which are needed for the minimization of the neural-based
loss function Ls;,. The obtained stylized image § is post-processed
by the XDoG algorithm [WKO12] to obtain the stippling yx. The
Hadamard product ® between the stippling yx and the outline Ex
generates the hedcut stylized image ygyp.

ment of the dots along linear paths that depend on the structure of
the image is a key component within the drawings that is not cap-
tured by traditional neural style transfer [GEB16], in which dots
are placed arbitrarily. By adding additional terms into the objective
function that depend on a structured grid, the direction of the dots is
enforced to follow the linear paths of the grid, achieving more faith-
ful hedcut stippling results and demonstrating the effectiveness of
our approach.

2. Method

Our algorithm takes as inputs: a content image ¢ which is gener-
ally a portrait and a style image s which is a hand-made stippling
to generate a structure grid image g from the content image and se-
mantic segmentation masks (M and Ms) from the content and style
images as it is shown in Figure 2. Next, all these images are used
as input to the neural-based algorithm, in which the stylized image
¥ is obtained by minimizing the following objective function:

Lsip = 0Lst +PLet + LG, +uLg,, 1

where Ls+ and L.y are the augmented style and content loss.
Lg, and Lg, are a content loss and a style loss based on the grid
g. a, P, ,u are tuning parameters that balance the effect of each
component within the loss function. The stylized image § is post-
processed and then multiplied by the outline of the content image to
generate the final hedcut style image ysy,. Detail information about
each step in the algorithm will be explained later in this section.
The main goal of our method is to achieve a more realistic ren-
dering of hand-made hedcut stippling drawings which have been
identified to be challenging in the state of art [MARI17]. Our ap-
proach builds upon the method proposed by Gatys et al. [GEB16]
by adding additional constraints depending on side information ob-
tained from the content image. The main contributions of this work
can be summarized as follows:

e A neural-based hedcut stippling generation process that de-
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pends on a structure grid generated from the content image, provid-
ing not only a directional flow to the stipple dots but also keeping
the quality and spacing of the dots.

e Spillover effects generated by traditional neural style trans-
fer methods are alleviated by using semantic information from the
content and the style image as well as correctly post-processing the
output.

2.1. Background

Content Loss:

The content loss, also known as perceptual loss, measures the dis-
similarity between high-level features of the content image ¢ and
the synthesized image y. Let F! (x) € RPN be a matrix that stores
the features of an image x obtained from the /-th convolutional
layer of a pre-trained convolutional network and D; be the num-
ber of feature maps. Each vectorized feature map is represented as
F!(x) € RM where N; is the width times the height of the feature
map. Thus, the content loss is computed as:

L
=Y o/l|F'(¢) - F'(y)lIF. 2)
=1

where L is the number of convolutional layers of the neural net-
work, 0; is a weighting parameter that configures the contribution
of each layer to the content loss, and || - || is the Frobenius norm.
In our implementation, the pre-trained VGG-19 [SZ14] network
was used.

Style Loss:

The style loss measures the dissimilarity between the style image
and the generated image y in a feature space that captures texture
information [GEB16], like the correlation between feature maps in
each layer of the neural network. For an image x, these style fea-
tures are given by the Gram matrix G (x) € RP>Pr whose entries
Gf ; are computed as the correlation

Z X)F ( 3)

where F! i k 1s the vectorized activation map of the i-th filter at posi-
tion k of layer 1. The style loss is then computed as:

L
£:= X 3zll66) -G mIIF @

where L is the number of convolutional layers of the neural
network and T; is a weighting parameter that configures layer
preferences.

Augmented Style Loss with Semantic Segmentation:

The Gram matrices in the style loss globally capture texture infor-
mation within the image but they do not keep information about
the spatial arrangement of the features, causing spillovers as it can
be seen in Figure 1c. In [LPSB17], semantic information about the
content image and style image was incorporated to the loss. Given
the segmentation mask of the content and the style image (M. and
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M), let the augmented style loss for layer / be defined as:

£h= o> ¥ lIGh(s) - Ghw)I- ®)

l,c p=1

where Gf,,(s) = FlP(s)F!'P(s)T is the Gram matrix of the style im-
age. The vectorized feature maps at layer / are segmented based
on label p, i.e. FI'P(s) = Fl(s) © ML, where MLP € R denotes
the vectorized binary segmentation mask corresponding to label
p in layer [. For the remaining of this paper, ® represents the
Hadamard product. In the same way, for the synthesized image y,
FlP(y) = Fl(y) ©®MEP . The masks are down-sampled to match the
resolution of the feature maps. The segmentation masks used for
the results in this paper were manually generated. However, there
are many works which are devoted to the semantic segmentation
of faces [KML15, NMT* 18] that could be used for their automatic
generation. This augmented style loss with semantic segmentation,
£§+, corresponds to the first term in the proposed objective func-
tion (Eq. 1).

2.2. Augmented Content Loss

For analyzing the structure of hand-made stippling drawings, two
different components can be identified: the outline that closely de-
pends on the content image, and even parts of the drawing, which
vary depending on the style and the artist. In traditional style trans-
fer [GEB16], when the content of the images is selected to match
features in lower layers of the network, much of the pixel infor-
mation of the content image is preserved and the texture of the
style image is barely present on the synthesized image. On the other
hand, when matching the content information in higher layers a lot
of the structure of the image like the edges are modified to match
the style image. Considering these two facts, we proposed as the
second term of our objective function, Eq. 1, an augmented content
loss that is weighted by an edge mask, matching the content of the
images in lower layers of the network to keep the outline informa-
tion but allowing the even regions to change mostly depending on
the style loss. The augmented content loss is computed as

L
Ler =Y oil|(F'(0) = F'(y)) @ E(0)[7. ©)
=1

where E(c) € RY ’ is the vectorized edge priority mask computed
using the algorithm proposed in [DZ13]. The edges of the content
image are identified with higher values within the mask. In this way,
the error between the content features of the edges are considered to
be more important for the contribution of the content loss. The edge
mask is also down-sampled to match the resolution of the feature
maps.

2.3. Grid Content and Style Loss

Given that the Gram matrix does not allow direct control over the
spatial arrangement of the style features and the direction of the
dots is key when rendering hedcut stippling, we imposed additional
constraints in the proposed objective function, Eq. 1, that depend on
a structure grid as the one shown in Figure 3d. Hence, we propose
the computation of a grid loss defined as the linear combination of
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(b) Feature Map

O

(¢) JFA [RTO6] (d) Structure grid g

Figure 3: Grid construction. A feature map (b) is first extracted
from (a) to generate a feature vector field (red arrows in (a)).
Isophote curves are the gray curves in (b). The stripe pattern fol-
lowing tangential directions is initialized by using JFA (c). The final
structure grid g in (d) is obtained by binarizing the combination of
tangential and orthogonal stripe patterns.

the traditional content loss and style loss between the grid image,
g, and the synthesized image, y:

L = OLg +uLlg,, @
L
Lo, = Y olllF'(@)—F(y)llF ®)
=1
1 i Lio\ig2
Lg, = WZUHG ) -G - )
I i=1

Such that, the grid loss enforces the appearance of the synthesized
image to be similar to the grid but not equal as it is in [SLKL11a].
L, and Lg, correspond the last two terms in the proposed objec-
tive function (Eq. 1). As will be demonstrated in our experiments,
this combination gives the desired direction to the stipple dots but
reduces the computerized appearance of the grid.

Grid Generation:

We generated the grid image, g, from the content image, ¢, by im-
plementing the method proposed in [SLKL11a], in which a feature
vector field is first generated from the input image and a grid is built
by synthesizing a set of stripes. One following the tangential direc-
tion of the feature vector field and the other following the normal
direction.

In our implementation, the algorithm proposed in [DZ13] fol-
lowed by the XDoG [WKOI12] was first used to build a fea-
ture map from the content image c, identifying clean edges even

from highly-textured inputs as shown in Figure 3b. Additionally,
isophote curves are detected to provide further information about
the surface of the faces. To this end, the K-means [M*67] algorithm
was used to quantize the image, detecting the isophote curves along
the boundaries of each quantization level.

Once the feature map from the content image ¢ is determined,
we compute the gradient for each feature point (black pixels) as
well as the tangential vector. In order to obtain the directions for
non-feature pixels (white pixels), the multi-level-B-spline interpo-
lation [LWS97] is applied, as it was performed in [SLKL11a]. Fi-
nally, for the generation of stripes, following normal and tangen-
tial directions of the features of the image, the algorithm proposed
in [SLKL11a] was implemented. For the tangential stripes, the al-
gorithm is initialized using a periodic transformation of the dis-
tances obtained by the jump-flooding-algorithm (JFA) [RT06] as
observed in Figure 3c. After several iterations, both strip patterns
are combined to generate a structure grid pattern. For our algo-
rithm, the structure grid g is obtained from thresholding the ob-
tained structure grid pattern based on the tone map of the content
image c. The tone map is determined by the Gaussian blurring of
the gray-scale transformation of the input content image.

2.4. Real Stipple Dots

After minimizing the augmented neural style loss with side infor-
mation, Lg;, (Eq. 1), the stylized image § is obtained. Usually, a
pen with black ink is used by artists to draw stippling illustrations.
In [MDSRI15], from several perceptual studies, the authors con-
cluded that real stipple dots are not black circles, but they have dif-
ferent tones, shapes and size ranges, which depends on the pen and
paper used. To achieve more realistic stipple dots representation in
our results, the grayscale image § generated by our neural-based al-
gorithm is not binarized but an Extended Difference-of-Gaussians
(XDoG) filter is applied instead. In this method, the input image
x is filtered by two Gaussians with different standard deviations ¢
and kc. The Difference of Gaussians (DoG) is then determined by

Dc,k.r(x) = Go — Gy (X). (10)

Next, instead of directly binarizing the DoG, a continuous ramp is
applied:

if D> e,

1
Tey(D) = { 1+ tanh(¢(D —€)) otherwise . (an

Let yx be the XDoG of the synthesized image §, as it is shown in
Figure 2. In this way, as it can be observed in Figure 4, the stip-
ple dots are black but with softened continuous color degradation,
irregular shapes, size, and tones.

2.5. Outline Extraction and Final Result

In the proposed method, the outline of the content image ¢ is ex-
tracted separately such that important details that might have been
lost during the optimization are highlighted at the end. To this
end, we use again the Extended Difference-of-Gaussians (XDoG)
[WKO12] since it generates outlines that are very similar to the
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(a) Real hand-made

(b) Rendered stipple dots

Figure 4: Stipple dots. Comparison of hand-made stipple dots (a)
with the stippled dot rendered by our algorithm. The parameters
for the XDoG filter [WKO12] were set to T = 0.96,® = 20,& =
0.02,k=1.4,andc=1.1.

hand-made illustrations. Then, the final synthesized image is ob-
tained by

Ysp = ¥x © Ex, (12)

where yx is the XDoG filter of the synthesized image ¥ as intro-
duced in Section 2.4. Ey is the outline image obtained by binarizing
the XDoG filter of the content image c.

3. Implementation Details

In this section, the experiments performed show the effectiveness of
our method. We first discuss the effects of the additional constraints
added to the traditional neural style transfer loss [GEB16]. Then,
we compare our method with several state-of-the-art techniques.

In our implementation, we use the network VGG-19 [SZ14], pre-
trained for classification, to extract both the content features and the
style features from the content image c, the style image s, and the
grid image g. We adapted the method proposed in [SLKL11a] for
the generation of the structure grid images and we used the publicly
available neural style transfer code in TensorFlow [Ten18] as base-
line for our implementation. Adam optimizer was used for the op-
timization. After several experiments, we selected the feature maps
at layer conv2_2 of the VGG-19 as the content features of the con-
tent image ¢ and the feature maps from layers convl_2, conv3_2
to compute the style features of the style image s. The features of
the grid image were extracted from the layer conv1_1, for both the
style and content loss. The weight parameters for the style image
and the content image were set to @ = 5000 and B = 10. The effect
of the weight parameters in the grid loss are analyzed next. Our
algorithm is run for 1000 iterations.

We initialized our algorithm with a blending between the grid
mask and the content mask weighted by the edge priority mask
E(c) introduced in Section 2.2.

3.1. Tuning Parameters

In Figure 5, the grid parameters that can be controlled are varied. In
the first row, Figure 5a-5c, the content image ¢, the grid image g and
the style image s used for this experiment are depicted. In the sec-
ond row, Figure 5d-5e, the weight parameter of the style grid loss
is set to zero (® = 0) and the weight of the content grid loss u is
increased. We can observe how the presence of the grid is predomi-
nant for large values of u. Another parameter that will influence the

(© 2022 The Author(s)
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(b) Grid g

(c) Style s

(e)u

Figure 5: Additional constraints added to NST. When the content
weight parameter u is increased in (d) and (e), the presence of the
grid is enforced. The variation of the ratio between the size of the
content image and the style image influences the size of the dots as
shown in (f) and (g). Only one parameter vary each time while the
others are fixed (o = 5000, = 10,R=1.1,u=1x 105,0) = 10).

size and shape of the stipple dots is the ratio between the size of the
content image and the style image R. As shown in Figures 5f-5g,
the size of the dots gets smaller as the ratio increases. The amount
of dots then increases to achieve the same global tone. In our algo-
rithm, these parameters can be controlled by the user. The weight of
the style grid loss , in contrast, is kept fixed. Preferences can vary
depending on the desired output device and personal choice. In our
experiments, we found a good trade-off using the following param-
eters: ot = 5000, = 10,u = 1 x 10°,0 = 10, and R € [0.7,1.3].
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(¢c) Sonetal. [SLKLIIa] (d) NST [GEBI6] (e) CycleGAN [ZPIEI7] (f) Im2Pencil [LFH*19] (g) Proposed method

Figure 6: Visual comparison of the proposed method with both NPR state-of-the-art (c) and deep learning-based (d)-(g) algorithms. (a)
Reference style image by Randy Glass [Gla] used for the neural-based style transfer (d) and (g).

3.2. Comparisons

We also compare our results with four different algorithms, one
that uses traditional NPR [SLKL11a], and three different learning-
based algorithms: Gatys [GEB16], CycleGAN [ZPIE17], and
Im2Pencil [LFH*19]. The content images (Fig. 6b) and direc-

tional stipplings (Fig. 6¢c) generated with the method proposed
in [SLKL11a] were taken from the authors’ website [SLKLI11b].
For traditional style transfer [GEB16], we tuned the parameters
to obtain the results more similar to the target style as possible.
Features maps were extracted from layers conv2_2 for the content
image and layers convl_1, conv2_1, and conv3_1 for the style im-
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(e) ®

(® (h)

Figure 7: Comparison of HedcutDrawings generated using different style images. The reference style images [Gla] (a) and (e) were use to

generate the HedcutDrawings (b)-(d) and (f)-(h), respectively.

age. The content weight and style weight for the traditional loss
proposed in [GEB16] were set to oo = 1000 and § = 10. The re-
sults from this method [GEB16] were always generated using the
same target-style image as in our method. In the case of unpaired
Image-to-Image translation using cycle-consistent adversarial net-
works [ZPIE17], we prepared an unpaired data set, collecting 110
content images which are portraits randomly selected from the
Helen dataset [LBL*12] and 110 hedcuts obtained from online
sources. Authors’ publicly available code was used to train the Cy-
cleGAN network. In a similar way, the online pre-trained model for
the Im2Pencil method [LFH* 19] was used to generate the stippling
shaded samples used here for comparison.

The five methods are visually compared in Figure 6. The style
image used for both neural-based techniques, Gatys [GEB16] and
our method, is shown in Figure 6a. Even though the stippling im-
ages generated by the method proposed by Son et al [SLKL11a]
(Fig. 6¢) are pleasant, their grid structure is very regular providing
a computerized look that is not present in traditional hand-made

(© 2022 The Author(s)
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drawings. Gatys’ method generates images with a similar texture
to hand-made stippling illustrations, as shown in the second col-
umn of images i.e. Fig. 6d. The stipple dots, however, do not fol-
low linear paths along the image features. Additionally, spillover
effects can be observed, in which dots are not distinguishable. In
CycleGAN results, dark areas are at random locations within the
portraits, as it can be observed in the part of the eyes. The synthe-
sized texture is somehow similar to the target style. Nonetheless,
stipples dots are not clearly defined either and spillover areas are
also perceived. Even though the results of Im2Pencil [LFH" 19] are
the more realistic to be hand-made illustrations, stippling points
in certain areas are not distinguishable. The outline strokes differ
from the target style. Moreover, the placement of the points does
not resemble the characteristics of the hedcut style images. In these
three methods, the size of the dots barely changes compare to the
variation observed in hand-made hedcuts.

In contrast, our method achieves stippling points that are clearly
defined and placed along linear paths that depend on the structure
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Figure 8: To measure the contribution of each term in the cost function we let the cost function be: (a) OLst +PLev; (b) BLet +OLG, +

uLG.; (c) OLst +BLot +0LG,; (d) 0Ls+ +BLer +0OLG, +1Llg,.

of the face, which resemble the key characteristics of hedcuts. Fur-
thermore, the shape of the dots is not regular, providing a more re-
alistic hand-made appearance. Outlines are designed to match the
target style. The size of the dots changes depending not only on the
tone of the image but also on the reference target style. In addition,
a much better representation of the eyes within the portrait with re-
spect to the other three methods is achieved, being pretty much like
the original hedcut drawings. As shown in Figure 7, similar high-
quality stippling illustrations are obtained when different style im-
ages are used as a reference in the proposed method. More results
are included as part of the supplemental material, where the style
image and the size of the stipple dots are varied for the generation
of hedcuts from a wide variety of content images. Additionally, in
Fig. 8, we can visually evaluate the individual impact of each loss
term in Eq. 1. Among the limitations of the current approach and
motivations for future research are that some results still contain
some artifacts. Moreover, even though the stippling dots are very
similar to the the handmade hedcuts, the hatching of the hair and
the clothing characteristic of hand-made hedcuts is not completely
captured by the proposed algorithm.

Finally, since the synthesis of hedcut style is a subjective task, we
also conducted a user study in order to compare our results with the
state of the art. In this way, 45 users were first asked to get familiar
with the style, showing them several samples of hand-made hedcut
stippling illustrations. Next, they were provided with synthesized
results randomly organized side-by-side for three different content
images, asking them to select which image resembled the most the
style previously defined. Synthesized hedcuts using the proposed
method were chosen to be more similar to the hand-made hedcuts
60.7% of the times.

4. Conclusion

A method for the generation of the iconic hedcuts using neural style
transfer was proposed. In this method, additional constraints de-
pending on a structure grid and binarization techniques improve on
state-of-the-art results for the generation of directional stipplings.
Style transfer allows to learn from the experience of the profes-

sional artists through the style image and the grid constraints pro-
vide the missing information about the structure of the content im-
age. Results show a less computerized look than state-of-the-art
NPR results and the placement of the dots still follow linear paths
just like hand-made hedcut stipplings. These drawings can be used
for the generation of smart QR codes [GALV 14,Gar14,PPLAA22]
to be used in businesses cards, press, and publicity designs. The
rendering of other styles in which the placement of the style primi-
tives is a key component of the drawings such as intaglio are being
explored as part of our future work.
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