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Abstract 
An animation of a deformable surface with fixed topology is formed by a set of connected points (particles), which 
follow a trajectory over time. The transmission of such an animation is a task that consumes large amounts of 
bandwidth, as the position of each particle, in each time instant, needs to be transmitted.  

We propose a wavelet based compression and streaming mechanism that allows the minimization of the size of the 
animation data, hence decreasing the total transmission time. The proposed transmission scheme, based on the time-
localized feature of the wavelet transform, will be able to stream the animation so that a receiver can immediately 
view the fraction of the animation received, while wavelet coefficients are still arriving. 
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1. INTRODUCTION 
In this paper, we present the specification and 
development of a wavelet compression, transmission 
and decoding scheme for deformable surfaces1. 
ADETTI has developed over the years a significant 
know-how in the simulation of deformable surfaces 
[Dias97,Dias98]. The simulations are physically based 
and describe the elastic behaviour of surfaces, such as 
cloth, that evolve over time under the action of external 
forces and constraints. The surfaces are represented with 
a triangular mesh, where the vertices of the mesh 
constitute a dynamic particle system, obeying physical 
laws. The end result of any simulation is an animation 
file that stores the positions of the particles for 
consecutive instants. We have developed a special 
purpose viewer, using OpenInventor components, to 
visualize the animation of deformable surfaces. 
The next logical step, where visualization is concerned, 
would be to incorporate the animation data into standard 
VRML files and be able to access them remotely with 
any VRML browser. Theoretically, one could use the 
features of VRML that are already in place, like 
keyframe interpolation nodes, to represent objects 
whose shape changes over time. Unfortunately, the data 
                                                           
1 This work is funded by the European Community IST 

Project Fashion-Me: “Fashion Shopping with individualized 
avatars” 

 

size resulting from the physical simulation of objects is 
usually quite large given that the objects need a large 
number of particles to represent them accurately. This 
would lead to very large VRML files with unacceptable 
transmission delays through the network. We are aware 
that the Web3D consortium has a specific working 
group to discuss a possible compressed binary format 
for VRML that would be useful in this context [VRML]. 
However, no definite results have come out from that 
group yet. In the interim, we propose a streaming 
mechanism for dynamic data, much like audio or video 
streaming, where a remote VRML client would display 
the animation from the stream as it arrives, without 
having to wait for the end of the transmission. This 
specification is also applicable to other 3D geometrical 
formats, such as the AvatarMe .ame proprietary format, 
or 3D Studio MAX .3ds format [AME]. 
In the subsequent sections, a small introduction to the 
various types of deformable models will be presented, 
followed by an analysis of a complete 
compression/decompression block scheme for the type 
of model chosen by us. The notion of wavelet transform 
will be briefly analysed in order to explain how 
compression can be obtained. Finally, some of the 
compression results will be presented, as well as a future 
implementation of a streaming mechanism, which takes 
advantage of the time-localized nature of the wavelet 
transform in order to reconstruct an animation of a 
deformable model at the same time it is viewed by a 
receiver.  
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2. DEFORMABLE MODELS 
Since 1986, the Computer Graphics community as 
devoted some attention to the problem of modelling 
deformable objects, such as cloth or flesh, based not 
only in the geometrical/mathematical intrinsic 
characteristics of surfaces and volumes, but also in their 
material proprieties in the context of continuum and 
discrete mechanics [Feynman86, Weil86]. This 
approach has been included in a broader modelling 
framework entitled “Physically-Based Modelling”, 
where rigid or deformable objects or even liquids and 
gaseous phenomena have been modelled and visualised 
according to the macroscopic mechanical laws that 
govern their static or dynamic behaviour [Barr88, 
Terzopoulos87, Gamito95, Stam95]. Some of the main 
objectives of this line of activity have been to produce 
images and computer animation sketches where objects 
show new “realistic-looking” behaviours. The inherent 
mathematical/mechanical modelling, include such areas 
as linear and non-linear dynamics or energy 
minimisation, whose computational complexity increase 
with the number of “physically-based” objects in a 3D 
scene and with the number of degrees of freedom that 
those objects show.  

Interesting applications of this kind of modelling 
paradigm, for 3D cloth draping and synthetic fashion 
show simulation, have also appeared, inline with the 
research carried in this work. Some of the authors have 
developed pure geometrical methods, while others have 
adopted a physically-based approach, modelling cloth as 
a discrete set of coupled particles in interaction towards 
the minimisation of a potential energy, or using a 
Newton dynamics equilibrium formulation [Weil86, 
Hinds90, Feynman86, Breen94 Haumann98].  Several 
other researchers felt that cloth is best modelled as a 
continuum, where the classical macroscopic theories of 
elasticity or differential geometry apply and, in 
accordance with this idea, have developed methods for 
determining and visualising static or dynamic 

equilibrium solutions [Okabe92, Terzopoulos87, 
Aono90, Li95]. Mixed discrete and continuum models 
also exist and this has been the approach used in our 
modelling method: cloth can be assumed as an 
orthotropic linear elastic continuum, discretised by a 
mesh of triangles [Volino95, Dias00]. Engineers from 
the Materials and Textile sciences have also approached 
the highly non-linear problem of cloth modelling (both 
in geometric, as well as in elastic material terms), with 
the Finite Element Method achieving various degrees of 
success [Loyd80, Zucchini93, Eichen96]. In fact, the 
Textile community has developed impressive research 
activity in this field, starting already in 1930  that 
generally fall in the categories referenced before 
[Peirce30]. A good survey of these methods and 
techniques can be found in [Shanahan78, Hearle72]. 

Generally, we can conclude that all the authors agree in 
the following: physically-based simulation of 
deformable objects can be a CPU intensive task, and 

thus real-time interaction is difficult to achieve without 
using parallel machines and if proper modelling 
simplifications and numerical algorithms enhancements 
are not used [Baraff00, Desbrun00]. 

The technique reported here, enables the inclusion of 
deformable objects in 3D virtual environments, by 
exploiting the time coherence of deformable object 
motion and developing geometry 
compression/decompression and transmission methods. 
With our system, a user is able to interact with the 
scenario by means of 3D input techniques or a 3D 
navigation metaphor, where he can recognize, in real-
time, realistic-looking (physically-based) behaviors of 
deformable objects. We have achieved this purpose by 
decoupling the modeling part of these types of objects, 
from the visualization/interaction parts. 

In the modeling part, we’ve addressed cases of 
deformable surface draping over rigid body objects and 
we’ve defined linear elastic models for the 
computational simulation of the physically-based 
surfaces [Terzopoulos87]. For each surface with a 
known topology, we’ve associated a coupled particle-
system and simulate its behavior by computing the 
dynamics of the motion of each particle belonging to the 
close-coupled set of the particle system. So the 
modeling of such objects, include also the capability to 
realistically visualize, in real-time, their motion 
evolution through time. We are able to maintain and 
store in a file, an history of the simulation of all the 
particle systems included in the 3D scene, allowing the 
playback of each deformable object animation at any 
time, at some future stage.  

The simulation results file is then subjected to a coding 
scheme, streamed using narrow band links and sent to a 
remote client, where its is decoded for the 
visualization/user interaction part. 
This method is quite efficient since it enables the real-
time playback of the pre-computed deformable motion 
behavior of a number of large particle sets. With this 
technique, there is no need for the time consuming 
mechanical simulation of those sets, at the time of the 
deformation visualization, nor is it needed to store, at 
the client side, the complete history of the particle 
system deformation. 
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3. A TRANSMISSION STRATEGY 
In order to compress and stream an animation of a 
deformable surface, a transmission strategy needs to be 
considered. The following figure shows the complete 
transmission strategy proposed. 
 
 Velocity 

Filter 
Wavelet 
Coder Quantizer Huffman

Coder

 
Fig. 1 – The complete encoding scheme 

 
3.1 Pre-filtering the particle trajectories 
At the beginning of the transmission scheme, we can 
choose to transmit any one of the time-dependent 
variables associated with the particles: the position, the 
velocity or the acceleration. In the context of a 
geometric visualization, only the particle positions are 
of interest. A deformable surface, however, can undergo 
large changes in its geometry, like a piece of cloth that 
is dropped over a table. All the position variables will 
exhibit, as a consequence, a very large dynamic range of 
values. This causes serious problems during the 
quantization stage of the transmission and seriously 
degrades the quality of the animations as seen in the 
browser. 
The velocity is therefore a better candidate for 
transmission because it mostly oscillates around zero. It 
is a well-known fact in physics that all systems tend to 
evolve to minimize their internal energy. A system in 
such a minimum energy state will be at rest, with all the 
velocities being zero. 
However, an even better candidate would be the 
acceleration given the characteristics of the systems that 
we have been simulating. A deformable object can be 
subject to very large internal stresses that also result in 
large forces applied at the particles. But all the forces 
acting at any given particle mainly cancel out each other 
and only a small resultant force remains. So, not only do 
the accelerations oscillate around zero, but they also 
tend to have very small magnitudes. This fact would 
make the acceleration the best candidate to be 
transmitted over the network. In what follows, we 
assume the time increments to be unitary. This is always 
true after a convenient scaling of the time variable. 

The acceleration filter is described by the equation: 
  

ai(k) = pi(k) – 2pi(k-1) + pi(k-2)          (1) 
 

where ai(k) stands for the acceleration of the particle i in 
the time instant k and pi(k) stands for the position of the 
particle. 
However, when the acceleration filter was implemented, 
the results achieved weren’t exactly what we expected. 
If we observe the signal power through the entire time 

span of the animation and compute the average of all 
trajectories powers (the variance of the signal), we can 
prove that low magnitude values were obtained. 
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Equation (2) allows one to calculate the average power 
of all the accelerations vectors, given N particles and 
knowing that the time span of each particle ranges from 
0 to T . The same formula can be applied to trajectories 
or velocities. Applying (2) for the acceleration vectors 
of a sample animation we obtain a value of 1.8x10-5. 
 However the acceleration originated huge oscillations 
around zero, thus creating spiky functions as the one 
shown in the next figure: 

Fig.2 – The acceleration of a sample particle. This plot 
refers only to the particle’s “x” component 

This type of function is not the best to be wavelet 
transformed, for the cubic B-Spline wavelet2 transform 
achieves excellent compression ratios with smooth 
functions due to the wavelet’s basis function smooth 
nature. 

Therefore we turned our attentions towards the velocity 
instead of the acceleration. The velocity is simply given 
by the first derivative of the particle’s position in 
relation to time (dpi/dt), and is implemented by the 
equation:  

          vi(k)= pi(k) – pi(k –1)      (3)  
 
where vi(k) stands for the velocity of particle i in the 
time instant k. 
When transforming the trajectories in space into sets of 
velocity vectors we obtain a function with larger 
magnitude values (using (2) again we obtain 1.2x10-3 
for σ2) than the one produced by an acceleration filter, 
but we gain a lot in function smoothness. This fact can 
be easily seen in the next figure: 
                                                           
2 The type of wavelet transform to be used in this work 
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Fig.3 – The velocity of a sample particle. This plot refers 
only to the particle’s “x” component 

As our objective is to optimally compress the surface’s 
animation, we need the smoothest function possible with 
the minimum amplitude range possible. The velocity is 
the obvious solution and the one chosen.   
3.2 From velocity to trajectory 
All the blocks presented in figure 1 have their own 
respective inverse block, which is implemented in the 
receiver’s end. Therefore, to convert velocity vectors 
into trajectories one needs an inverse velocity filter that 
is simply implemented by the following equation: 

                     
pi(k) = pi(k –1) - vi(k)             (4) 
 

The decoding sequence must be initialized with the 
value pi(0). The vector pi(0) is the starting position of 
the particle, therefore, for each particle, pi(0) needs to 
be transmitted prior to the transmission of the stream of 
velocity vectors. It can be included in the first packet, 
where the information about mesh topology is 
contained. 
3.3 The Wavelet Transform 
It is possible to further increase the transmission 
efficiency, by the application of a suitable transform on 
the stream of velocity vectors. We seek, in particular, to 
achieve a lossy transmission scheme, where some 
information is lost, in a controlled manner, without a 
significant loss in the end quality of the animation. 
Basically, this amounts to applying a linear 
transformation, expressed as a matrix equation that, 
given the sequence of velocities, returns a sequence of 
transform coefficients. 
For a given particle i and the sequence of vectors vi = 
[vi(0), vi(1),…, vi(T)], we have:  
 

                Tφi = vi                                  (5) 
 

where T is the transformation matrix and ϕϕϕϕi is the 
sequence of transform coefficients.  
There are many transforms that can be expressed in the 
form (5) [Jain89]. Fourier or sine transforms could be 
possible options but they would require the complete set 
of coefficients to be transmitted before the animation 
could be correctly reproduced. Wavelets transforms, 

and the corresponding wavelet coefficients, have a much 
more localized nature, which enables us to generate 
portions of the animation on the fly, as new coefficients 
are being received [Strang97]. Wavelet coefficients fill 
a hierarchy of levels of detail. They are represented 
with: 

 
12,,0with           −= jj

i i Κϕ   (6) 

 
where j is the level of detail and i is the coefficient 
number for level j. The hierarchical structure of the 
coefficients becomes more evident in the following 
figure: 
 ϕ0

0 

ϕ0
1 ϕ1

1 

ϕ1
2 ϕ2

2 ϕ0
2 ϕ3

2 

 
Fig. 4 - The hierarchy of wavelet coefficients. 

 
Within the framework of wavelet transforms, there are 
still many wavelet bases that can be chosen to express 
the transformation matrix T in (5). One should chose a 
wavelet basis on the interval, in opposition to bases with 
infinite support, because our signals will only be valid 
inside some interval [0,T] of time. One should also 
choose bases with a reasonably high number of 
vanishing moments. This number reflects the wavelet’s 
ability to correctly reproduce signals. More specifically, 
a wavelet basis with n vanishing moments can 
reproduce exactly any polynomial up to degree n. The 
number of vanishing moments should not get too big, 
however, because the transform (5) becomes 
increasingly more expensive to compute. Good 
candidates for a wavelet base, according to the two 
previously mentioned criteria, are the nth order B-spline 
bases on the unit interval [Stollnitz96]. 
The algorithm that performs the wavelet transform is 
depicted in the next figure: 
 
 
 
 
 
    Fig.5 – The filter bank 
                             Fig.5 The filter bank 
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where Pj  is the matrix containing the wavelet scaling 
function and Qj is the matrix which represents the 
wavelet function itself (the mother wavelet). These two 
matrices, when concatenated, form the transformation 
matrix T in (5). It should be noted that, for each level of 
detail, there exists a unique transformation matrix, thus 
the set of all the transformation matrices form a filter 
bank. A major property of the transformation matrices is 
that they are mainly composed of zeroes, therefore they 
are sparse. This fact should be taken on account when 
solving (5) by using appropriate methods for sparse 
matrices systems, which can speed up the computation 
time significantly. 
On the other hand, cj represents the coefficients of level 
j, which are to be fed to the beginning of the filter bank. 
By the action of matrices Pj and Qj  the data is then split 
into a low frequency part and a high frequency part( the 
wavelet coefficients).  Then the high frequency part is 
stored, and the procedure is repeated to the low 
frequency part, resulting again in a low and high 
frequency parts. The procedure is repeated until c0 and 
ϕϕϕϕ0 are reached. It should be mentioned that the size of 
the vector containing the original cj must be a value 
belonging to the set 2j + m where m is the degree of the 
wavelet transform (in our case, cubic B-Spline wavelets 
were used). 
Using matrix notation, equation (5) takes the following 
form [Stollnitz96]:  

                [ ][ ] [ ]Tjjjjj ccQP =−− 11 |.| ϕϕϕϕ    (7) 

 
where our unknowns are cj-1 and ϕϕϕϕj-1 and [Pj | Q j] means 
the concatenation of matrix Pj  with matrix  Qj . The 
concatenation should be made by interspersing the 
columns of both matrices in order to avoid zeros in the 
main diagonal of the resulting matrix. If only one zero is 
found in the main diagonal of matrix T, the matrix could 
not be inverted leading to errors when we try to solve 
the system by iterative methods. By interspersing the 
columns of both matrices, the result is obviously mixed 
as well, so a reordenation is required before feeding the 
cj to the next filter. 
The method used to solve the linear system was the Bi-
Conjugate Gradient Stabilized.   
Wavelet compression is obtained according to a 
criterion of significance: 

                                  εj
i <ϕ  (8) 

where ε is a chosen tolerance factor. Any coefficient 
that obeys (8) will not be transmitted. The receiver will 
assume it to be equal to zero. The percentage of 
compression ratio is given by the number of coefficients 
eliminated in relation to the total number of coefficients. 
Given the excellent decorrelation properties of wavelet 
transforms, together with their inherent locality, one can 

achieve significant compression ratios with very little 
degradation of the output signals. The result of a 
compression using two different tolerance factors can be 
seen in the next figure: 

Time

Ψ

  No compression

  99% compression

  90% compression

Fig.6 – A sample particle trajectory with no compression, 
90% compression and 99% compression ratios. 

 

Following the common practice in transmission 
schemes, the data is then submitted to a quantizer and 
then entropy coded using the usual Huffman encoding 
scheme. 
3.4 The Inverse Wavelet Transform 
The inverse wavelet transform allows us to recover the 
original signal given the wavelet coefficients. It’s simply 
implemented by the following equation: 

11 QcPc −− += jjjjj ϕϕϕϕ          (9)  

The original coefficients cj are obtained by interpolating 
up cj-1 using the scaling function coefficients represented 
in the Pj matrix. The second term of the sum introduces 
a perturbation on the first term, interpolating up the 
wavelet coefficients [Stollnitz96]. This interpolation is 
obtained by the multiplication of the wavelet 
coefficients by Qj.  

4. RESULTS AND DISCUSSION 
By applying the complete procedure to a folding table 
cloth animation3, it’s possible to discern the differences 
between different compression ratios.   

 

 

 

                                                           
3 A circular  piece of fabric with 0.36 m of diameter (796 

triangles) was placed on top of a cylinder with 0,18 m of 
diameter. The free surface of the fabric could bend under 
the gravity field. The simulation produces 400 frames, with 
9.36 CPU time (secs)/frame. 
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Fig.7 – A table cloth animation with no compression 
 
In figure 7 one can see the last frame of the complete 
folding cloth animation with no compression. This 
image will be our base of comparison. 

 

     

Fig. 8 – The same table cloth with 90% compression 

In figure 8 it can be seen that there isn’t a significant 
change in the geometry of the folding cloth although it 
was represented only with 10% of the original values, 
hence introducing a 90% compression ratio.  

 

Fig.9 – The same table cloth with 99% compression 

In figure 9 an exaggerated compression ratio of 99% 
was applied. It’s evident the change in the geometry, 
deforming it completely, though an idea of the general 
animation can still be extracted.  

5. FUTURE WORK: A WAVELET-BASED 
ADAPTIVE DISPLAY STRATEGY 
 In all the previous sections of this document an 
encoding scheme for deformable surfaces was 
considered. In this section it will be discussed a 
transmission and display strategy to be implemented in 
the near future. 
Given the wavelet hierarchy tree depicted in figure 4, 
and knowing that each of the coefficients there 
presented refer to specific time intervals (due to the 
wavelet’s transform time-localized nature), one can 
think of an effective streaming mechanism for 
deformable surface’s animations. 
 
 
 
 
 
 
 
 
 
Fig 9.
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On the other hand, the support that the mother wavelet 
offers follows equation (11) 
 

( ) ( ) 10...,2      2supp: supp  −=−= − jjj
i iixxϕ   (11) 

 
or if we express (11) in interval notation: 
 

 
( )

( )[ ] 10..,2   2,2           

 supp

−=+=

=
−− jjj

j
i

 iimi

xϕ
     (12) 

 
where m is the degree of the wavelet and taking on 
account one of the B-Spline wavelet properties [Chui92] 
which states that: 
 

supp ϕ  = [0,m]              (13)  
 

If we transmit the wavelet coefficients by traversing the 
wavelet hierarchy tree (Fig.4) following a depth-first, 
left-to-right order, we can generate portions of the 
animation as soon as the coefficients arrive at the 
receiver’s end. For example, if we wanted to transmit 
the coefficients that support the first time instant, one 
should send coefficients ϕ0

0, ϕ0
1, ϕ0

2 by this order. 
 This procedure can be translated as sending the low 
frequency components of the trajectories first (those 
who mostly contribute to the animation) followed by the 
high frequency components, which introduce detail in 
the animation.  
The smoothness of the playback animation will be 
dependent on the transmission rate of coefficients. If 
this transmission rate is lower that the display rate of the 
time samples, we can choose one of two strategies: 
1. Stop the animation and wait for the arrival of the 

next coefficients 
2. Keep playing the animation with the coefficients 

that are available 
The second strategy is possible because the animation 
will always be smooth no matter what the coefficients 
that have been received. The objects will display large 
scale motions, in this case, because only the large scale 
coefficients will be available. When the small scale 
coefficients finally arrive, there will be a jump in the 
animation as the objects are updated to their correct 
position. 
6. CONCLUSIONS 
An introduction to deformable models was presented 
and from all the types analysed, we have chosen a mixed 
discrete and continuum model applicable for plain 
woven cloth. Taking into consideration the problem of 
storing, handling and transmitting over IP networks, 

pre-computed deformable cloth animation, which 
produces large data sets, we have developed a geometry 
compression scheme applicable to this case. Our method 
requires a trajectory to velocity pre-filtering, concerning 
cloth particles state, to minimize the amplitude range of 
the original signal, corresponding to the pre-computed 
law of motion of the particle system.  To further 
increase the compression rate of the pre-filtered signal, 
a wavelet based scheme was implemented. The cubic B-
Spline wavelet was used, and we have obtained 90% 
compression rates without no visible degradation of the 
original signal.  
The wavelet based adaptive strategy that was explained 
earlier is currently under development, therefore no 
results have yet been obtained. Nevertheless we are 
optimistic about the future performance of the 
transmission scheme here presented. 
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