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Abstract 
Our contribution is to the field of video-based interaction techniques and is integrated in the home enviro nment 
of the EMBASSI project. This project addresses innovative methods of man-machine interaction achieved 
through the development of intelligent assistance and anthropomorphic user interfaces. Within this project, mu l-
timodal techniques represent a basic requirement, especially considering those related to the integration of m o-
dalities. We are using a stereoscopic approach to allow the natural selection of d evices via pointing gestures. 
The pointing hand is segmented from the video images and the 3D position and orientation of the forefinger is 
calculated. This modality has a subsequent integration with that of speech, in the context of a multimodal inte r-
action infrastructure. In a first phase, we use semantic fusion with amodal input, considering the modalities in a 
so-called late fusion state. 
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1. INTRODUCTION 
EMBASSI is the name of a joint project sponsored by 
the German government (BMBF), which began in the 
summer of 1999, addressing innovative methods of 
man-machine interaction (MMI). In the broad area of 
information interfaces, the term MMI reminds us that 
computers are gradually infiltrating more and more of 
the machinery and equipment commonly used in our 
daily life. 

In today’s man -machine interaction, computer input and 
output are quite asymmetric. The amount of information 
or bandwidth that is communicated from computer to 
user is typically far larger than the bandwidth from user 
to computer [Jacob96]. Since this unbalance often influ-
ences both the intuitiveness and performance of user 
interaction, one of the EMBASSI benefits will be the 
enhancement of bandwidth from the user to the system. 

While a computer output presentation over multiple 
channels has become familiar to us under the designa-
tion of multimedia, the input channels or sources, also 
called input modes or modalities, are the basis of those 
kinds of applications said to support multimodal human-
computer interaction. 

Our contribution is to the field of video-based interac-
tion techniques and is integrated in the home environ-
ment of EMBASSI. In this paper, we are only consider-
ing the gesture modality, more concretely the gestural 
typology of deictic (pointing) gestures. A related study 
can be founded in [Kohler96]. 

The following Section 2 describes the EMBASSI pro-
ject as the multimodal framework where we are apply-
ing our vision-based interaction techniques, specifically 
hand pointing gestures. Section 3 presents in some detail 
the necessary calibration, as well as the recognition and 
tracking system. Section 4 outlines the integration of the 
gesture modality with the others in the context of a mul-
timodal interaction. In section 5, we present some 
conclusions. 

2. FRAMEWORK 
Our work is integrated in the EMBASSI framework - 
described in more depth in [Hildebrand00]. In 
EMBASSI, innovative interaction technology will be 
achieved through the development of intelligent assis-
tance and anthropomorphic interfaces. Telecommunica-
tion and network infrastructure is used in order to pro-

61

10º Encontro Português de Computação Gráfica

1-3 de Outubro 2001



vide an added value opponent to stand-alone systems 
with regard to usability and functionality. 

2.1 Goals 
The overall objective of EMBASSI is the support of 
humans during interaction with different kinds of tech-
nical infrastructures in everyday life. Although the fore-
seen achievements of EMBASSI can be applied to de-
vices in industrial and office environments, the scope of 
EMBASSI is directed towards the private sector, includ-
ing home, car and public terminal applications. 

      
Figure 1 – EMBASSI application areas 

The aim of the EMBASSI specification should lead to a 
new user paradigm in private application areas: 

- Transition of the paradigm „device“ to the par adigm 
„system“, where user expectation in terms of enviro n-
mental knowledge of the interaction is incorporated. 
The basic groundwork is provided by network technol-
ogy, which allows the inquiry of certain system and de-
vice states (e.g. TCP/IP/IEEE802.3(11), IEEE1394/ 
HAVi). 

- Transfer from unimodal to polymodal input and out-
put. In addition to the use of speech and pointing ges-
tures in private home applications, an anthropomorphic 
graphical output will be addressed. 

 
Figure 2 – Anthropomorphic user interface 

The development of appropriate assistance technology 
is a primary objective of EMBASSI. This includes the 
elaboration of a uniform approach for the systematic 
development of user interfaces and assistance systems 
by the development of: 

- Modular building blocks of interaction basic tech-
nology for a natural and intuitive man-machine interac-
tion; 

- A generic architectural framework, including an 
adequate semantic protocol for the realization of assis-
tance systems based on interoperable components. 

2.2 Architecture and protocol 
The aim of the intended generic architecture is to pro-
vide the backbone of the different EMBASSI deriva-
tives. Fundamental objectives of the architecture are: 

- Homogenize the different application scenarios, es-
pecially with respect to the protocol and interfaces; 

- Provide a common understanding of the interfaces 
and modules. 

The complex interaction process of intelligent assistance 
in a multimodal manner, where the system consists of 
diverse technology components (from the recognizers 
and multimodal integrators, to the context and dialogue 
managers), results in very complex information process-
ing. 

One way to realize this information processing flow as 
an architecture is to pipeline the components via proce-
dure calls -- or remote procedure calls -- in the case of a 
distributed but homogeneous system (in programming 
language). For distributed and heterogeneous software, 
this may prove difficult and the solution goes through 
agent-based software engineering. In essence, the sev-
eral system components are “wrapped” by a layer of 
software that enables them to communicate via a stan-
dard language over TCP/IP. The communication is then 
processed directly based on some concepts of distrib-
uted systems, like asynchronous delivery, triggered re-
sponses and multi-casting, or, alternatively, by using a 
facilitated form. In EMBASSI, a facilitated (“hub-
spoken”) multi -agent architecture is being used. Only 
when unavoidable, due the possible bottleneck derived 
from high-volume multimedia data transfer, can this 
approach be “by-passed”.  

To integrate all the independent and heterogeneous sys-
tem components, the widely used KQML (Knowledge 
Query and Management Language) was chosen as the 
agent communication language (ACL). This decision 
was based on the effectiveness of KQML regarding the 
communication between agent-based programs. It pro-
vides high-level access to information and can be used 
for low-level communication tasks, such as automatic 
error checking. 

KQML is complementary to distributed computing ap-
proaches (e.g. OMG CORBA/IIOP), whose focus is on 
the transport level (how agents send and receive mes-
sages). The focus of KQML is the “language level” – 
the meaning of the individual messages. Furthermore, in 
order to successfully interoperate, the agent-based sys-
tem must also agree at the “policy level” (how agents 
structure conversations) and at the “architecture level” 
(how to connect systems in accordance with constituent 
protocols) [Finin93]. 

KQML is a language for representing communicative 
acts - for programs to communicate attitudes about in-
formation. KQML has a base definition with the possi-
bility of being extended, which allows agents to use so-
called performatives (the name of KQML messages) 
that do not appear in the standard specification. 

One of the most positive characteristics of this ACL is 
the separation from the language used to code its con-
tents. This has been demonstrated to be a good practice 
in the context of agent communication. The EMBASSI 
project, not being restricted to KQML, follows this ad-
vised distinction and, therefore, is using XML (Extensi-
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ble Markup Language) [W3C00] for syntax definition of 
the message content, and Description Logics (DL) 
[Domini97] for knowledge representation. The DL lan-
guage is used to build sets of concepts and roles called 
ontology [Franconi99], the way the lower level modules 
of the architecture have to provide knowledge to the 
more universal ones. 

To this end, we found several software tools to build 
agent-based systems. Some examples are OAA [Mar-
tin99], Jackal [Cost99] and JATLite [Jeon00]. The last 
one was made open-source software, available under the 
GNU general public license since December 1998. 

2.3 Modalities 
EMBASSI has an open and modular architecture with 
an amodal treatment of the different modalities at the 
level of the dialogue manager. This permits the inclu-
sion of as many modalities as needed to perform the 
intended advanced interaction. 

The speech modality itself is treated in two separate 
modules: one is called the speech recognizer and the 
other the speech analyzer. The first detects the different 
morphemes of the sentences (based on the possible allo-
phones and the basic phonemes) and sends a word hy-
potheses graph to the next module to be analyzed. Con-
sequently, the analyzer module, based on the received 
structure, determines the semantic information concern-
ing the utterance in cause, always considering the 
EMBASSI-defined ontologies. 

The video-based components are integrated in home, 
car, and public terminal scenarios. Different require-
ments concerning illumination, camera hardware, accu-
racy, and reliability are considered in various scenarios. 
Video-based input encompasses a large spectrum of 
modalities from gestures, facial expressions and emo-
tions, to lip-reading, eye tracking, and stick pointing. 

3. VISUAL INPUT 
Milota and Blatner [Milota95] have defined “a taxon-
omy of gesture with accompanying voice”. As men-
tioned at the beginning, we are only considering the 
deictic gestures typology. 

The video-based interaction we are describing uses a 
stereoscopic approach and allows a natural selection of 
devices via a pointing gesture. This can be combined 
with a speech recognition component to enhance the 
independent unimodal inputs by an integrated multimo-
dal approach. The pointing hand is segmented from the 
video images and the 3D position and orientation of the 
forefinger is calculated. Afterwards, the selected device 
is identified by using the known camera parameters and 
device positions. 

 
Figure 3 – Gesture-based interaction 

The recognition of the pointing gesture is based on a 
template matching method. The gesture is described by 
predefined landmark points on the boundary of the ob-
ject (see figure 4). A statistical description of the gesture 
in nature is calculated in combination with its modes of 
variation. This Point Distribution Model [Cootes00] of 
the hand is used for detecting and recognizing the ges-
ture in gray level images. The system set up for gesture 
recognition contains modules for camera calibration of a 
stereoscopic camera system, data acquisition, image pre-
processing, object recognition, object fitting, 3D pose 
estimation and communication. The modules and their 
relationship are described below. 

 
Figure 4 – Model of the pointing gesture 

3.1 Image pre-processing 
After the acquisition of two corresponding gray level 
images, image pre-processing is necessary. To suppress 
disturbing noise, averaging with a Gaussian convolution 
mask smoothes the images [Haberäcker95]. In the case 
of bad lighting conditions, performing histogram equali-
zation enhances the image contrast. Furthermore, the 
edge information is extracted by applying various edge 
detection algorithms like the Sobel operator or the 
Canny edge detector [Sonka98] (see figure 5). 

 
Figure 5 – Pointing gesture and binarized edge image 

3.2 Object recognition 
The pre-processed images are now used to detect and 
recognize eventually existing pointing gestures. The 
outcomes of this process are rough approximations of 
the contours of the gesture in the images. To detect 
these initial contours for a later fitting phase, the Simu-
lated Annealing algorithm [Metropolis53, Pirlot96] was 
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chosen. Simulated Annealing is a stochastic optimiza-
tion algorithm. Its purpose is the minimization of an 
objective function E(X) where X is a multidimensional 
state vector of the objective function. An initial value x0 
is randomly changed over many iterations by updating 
the current solution by a solution randomly chosen in its 
neighborhood. The change of the variable from xi-1 to xi 
may result in an increase or decrease of the function 
value. To avoid getting stuck in a local minimum, it is 
necessary not only to allow ameliorations but also suit-
able deteriorations. This is done by introducing a tem-
perature parameter T, which is decreased every n itera-
tions. E(xi) is accepted as the next current solution if 
E(xi) < E(xi-1). Otherwise, there are two possibilities for 
the state of X: Either xi will be accepted with the prob-
ability P(xi) or rejected with 1- P(xi). P is calculated 
according to the Boltzmann distribution 
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with ∆E = E(xi) - E(xi-1) and kB the Boltzmann’s co n-
stant. At the end of the algorithm, when T is small 
enough, deteriorations will hardly be accepted and, most 
of the time, only downhill steps are accepted. 

To use Simulated Annealing for object recognition, it is 
necessary to adapt the algorithm by specifying the ob-
jective function E(X) and the change of the variable X 
from one state to another.  Since the gesture is described 
by its boundary, the value of the objective function can 
be calculated as the sum of edge information values 
over all landmark points of the current shape. After 
placing an initial contour into the image, it is trans-
formed from step to step by choosing random values for 
translations in x- and y- direction, a scaling and a rota-
tion of the shape. Furthermore, suitable deformations of 
the current shape are allowed using the Point Distribu-
tion Model [Cootes00] that was calculated in an offline 
training phase. 

For each step, the cost function is calculated as the sum 
of edge information values g over all landmark points pi 
of the current shape: 
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Assuming that high values in the edge map indicate 
strong edge information, it is intuitively clear that a con-
tour with no information at any landmarks generates a 
high function value and that a perfect matching contour 
produces the smallest possible function value of E. 

3.3 Object fitting 
The outcome of Simulated Annealing is a rough ap-
proximation of the true gesture. This approximation now 
has to be fitted to the real contour. Using an Active 
Shape Model [Cootes00], this fitting is done as the next 
step in the recognition process. Here, we iterate toward 
the best fit by examining an approximate fit, locating 
improved positions for all landmark points of the ges-

ture, then recalculating a valid contour by using the un-
derlying Point Distribution Model. The outcome of this 
process is the true boundary of the hand as seen in fig-
ure 6. We are now able to derive typical features of the 
pointing gesture like the position of the forefinger tip or 
the center of gravity of the hand to calculate a position 
and orientation of the gesture in three dimensions. 

 
Figure 6 – Initial contour and fitted contour 

3.4 3D Pose estimation 
With a calibrated stereoscopic camera system, it is pos-
sible to reconstruct 3D coordinates of corresponding 
image points (e.g. finger tips or the center of the hand) 
in order to estimate a position and direction of the point-
ing gesture (see figure 7). For example, the center of the 
hand P1 in the left camera image and the corresponding 
point P2 in the right camera image are known and the 
optical axes are not parallel. Ideally, the rays through 
the camera center point CM,1 and P1 and through the 
camera center point CM,2 and P2 should intersect. Due to 
calibration errors and discretization, this does not nor-
mally occur. A good approximation is the midpoint of 
the shortest connection line between the two rays. Let s1 
be the direction of the ray through CM,1 and P1 and s2 the 
direction of the ray through CM,2 and P2.  Ray 1 is then 
given by: 

CM,1 + t . s1 ,  t > 0 

where s1 = P1 – CM,1. Calculating the normal vector n1 of 
the plane containing ray 1, the intersection of this plane 
with ray 2 is given by 

  n1 
. (CM,2 + t . s2 – CM,1 ) = 0. 

A second point can be evaluated by intersecting the 
plane containing ray 2 with ray 1. The midpoint PM of 
both intersection points then obtains the estimation of 
the reconstructed 3D coordinates of the center of the 
hand (see figure 7). 

By reconstructing several landmark points lying on the 
upper boundary of the pointing forefinger, the direction 
of pointing is reconstructed applying a linear regression 
on these 3D points. The center of gravity of the gesture 
is used as the reconstruction of the 3D position. Position 
and orientation of the hand are used to start the tracking 
of the pointing hand. 
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Figure 7 – 3D pose estimation 

After being recognized and tracked, the pointing gesture 
must be integrated with the other modalities. This is 
what we describe in the next section, starting with some 
general consideration of the fusion of modalities. 

4. MODALITY INTEGRATION 
Following a design space in respect to the interaction 
process, parameters about temporal availability and the 
fusion possibility of the different modalities must be 
inferred. These values can have meaning or not, depend-
ing on the level of abstraction in which the data is being 
processed (the representation of speech input as a sig-
nal, as a sequence of phonemes or as a meaningful 
parsed sentence are examples of different abstraction 
levels).  The next figure, taken from [Nigay93], classi-
fies the different situations that should be considered. 
The shadowed zones are where a multimodal system 
would figure in. 

 
Figure 8 – Multi-feature system design space 

There are two distinct classes of multimodal systems - 
one integrates signals at the feature level and the other 
at the semantic level. The first one is based in multiple 
hidden Markov models or temporal neural networks and 
is adequate for closely coupled and synchronized mo-
dalities (e.g. speech and lip movements). The other one 
is based on an amodal input and is appropriated when 
the modes differ substantially in the time scale charac-
teristics of their features (e.g. speech and gesture input) 
[Wu99]. 

In the first phase of EMBASSI, we use semantic fusion 
with amodal input, considering the visual modalities in a 
so-called late fusion state. (The case of lip-reading, for 
instance, is considered visual, but is related to the per-
ception of speech and requires an early fusion process). 

Since the speech modality is out of the scope of this 
paper, we are giving emphasis to how the gesture mo-
dality will influence the global interaction. We will also 
include the gaze mode of interaction, considering that it 

has a similar, even if more restricted, purpose – the se-
lection of devices. 

4.1 Device selection 
Similar to the speech modality, just after being recog-
nized, the visual modalities must be analyzed in order to 
send valid information to the integration component. 
Due to the restrictiveness of this analysis component, it 
was called the device selection module. 

In our approach, the modality integration is done in a 
two-step process. The first step consists of a common 
analyzer for two recognized modes, gesture and gaze, 
with the advantage of a mutual disambiguation possibil-
ity. This procedure constitutes a kind of pre-fusion 
mechanism occurring just before the global fusion with 
the speech modality. After being processed, the results 
are references to devices, in a whole scenario of several 
devices (“living room scenario”). Together with the 
others, these modalities play an important role in the 
overall multimodal interaction process, yielding partial 
solutions to difficult problems of natural language 
anaphora. 

The goal is to obtain a selected device, or a set of them 
in case of ambiguity, based on the vector received from 
the recognizer components. This is done through 
cooperation with other modules on several levels, one of 
them being the establishment of a world coordinates 
system. 

The components involved are the gesture and gaze rec-
ognizers, an embassi sensor responsible for setting-up 
the system, and a context manager. The following pic-
ture depicts the flux of information. We are considering 
the use of a context manager to store the spatial charac-
teristics of the devices. 

 

 
1 = World Coordinates System (WCS) 
2 = Spatial information of the devices 
3 = Gesture and gaze vectors 
4 = Selected device(s) 
 

Figure 9 – Cooperation for device selection 

After being “agentified” by the EMBASSI KQML-
based infrastructure, the components communicate with 
each other by using appropriated performatives. The 
following illustration represents an example of commu-
nication between the recognition and analyzer modules: 
- with a KQML message and after calculating the posi-
tion and direction, the gesture (or gaze) recognizer in-
forms the gesture analyzer with spatial and temporal 
information. 
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(tell :sender GestureRec 
 :receiver DeviceSelection 
 :reply_with Ge-Rec_Msg1.0 
 :ontology spatialOntology 
 :language XML 
 :content (<event time=”23:59:59:321“> 
        <vector x=”1“ y=“2“ z=”2“ 
      dx=”0.4“ dy=“0.75“ 
      dz=”0.3“ 
   actor=”hand” /> 
  </event> ) ) 

Figure 10 – Agents communication example 

The core operation of the device selection component is 
based on the ray interception step, detecting the inter-
sections between the line that represents the hand point-
ing gesture and the devices’ surfaces. The same proc e-
dure could be applied to the gaze direction. 

Due to precision restrictions, we are considering several 
lines within a probability space. That consists of a space 
of ambiguity, which can be visually represented by a 
cone in space, formed from the user position (P1) to the 
device zone. 

 
Figure 11 – Space of ambiguity 

Here, an angle a is introduced to form a cone, within 
which the intersections are calculated. The further the 
object is from the user’s position, the greater the impr e-
cision that can occur. In the picture, we can see two po-
sitions, (P2 or P4) with different coefficients of ambigui-
ties represented by the rays r1 and r2, respectively. The 
objects in P3 can be detected due to the great ambiguity 
in position P4. 

Therefore, it is often possible to have more than one 
selected device. The first way to solve this is through 
fusion with the gaze. The fusion mechanism is done by 
“time-proximity”, which is feasible due the basic system 
characteristic of event time-stamping: supposing that Pt 
represents a pointing act in an instant t, and that it oc-
curs during some ? t. The relevant points in time for this 
act are the beginning (t) and the end (t+? t) where Pt = 
Pt+? t . It is in this interval of time (? t) that the fusion is 
performed. 

In case of ambiguity persistence, it will be solved with 
the help of speech. The input of the media integrator in 
Fig. 9 is a graph of device probabilities. 

4.2 Actions 
Currently, we are using only the deictic gesture. It can 
be seen like a pen in the 3D space, pointing and per-
forming linear movements, particularly used to interact 
with elements in a display like a big TV set. 

Due to tracking and segmentation difficulties in natural 
environments, and in order to build a robust system, we 
have restricted the vocabulary, namely in that which 

concerns the rapidity of movements. Optimistically 
speaking, this is a good characteristic due the fact that 
the vocabulary set must be small to be accepted and 
learnable by the user. The next table summarizes the 
possible actions we are implementing. 

Motion Meaning Action examples 
Fix - select - with “turn this on” 
Fast change - origin/ destina-

tion 
- with “put that 
there” 

slowly left 
slowly right 

- horizontal 
scrolling 

- video forward 
- TV menu items 

slowly up 
slowly down 

- vertical scrolling - volume  
- TV menu items 

forward - activate - turn on 
backward - deactivate - turn off 

Table 1 – Gesture vocabulary 

Our vocabulary set contemplates the “on” and “off” 
actions, the left, right, up, down movements (to select a 
set of options vertically or horizontally distributed), and 
another more aleatory “from-to” pointing.  

5. CONCLUSIONS 
We have briefly presented an ambitious project address-
ing innovative methods of man-machine interaction in 
non-professional environments of everyday life, such as 
at home and in the car. Most of the prototypes already 
developed will undergo improvements in the second 
phase of the project that is now underway. 

Our main focus in this paper was the home environment, 
concerning the input with gestures in order to comple-
ment, e.g. infrared or speech remote controls. We are 
demonstrating that by using only one feature, the deictic 
gesture, we can tremendously reduce the recognition 
task and still have a functional dialogue system. 

This natural method of interaction, without the need for 
markers attached to the user’s body, f or example, re-
mains a very difficult task due to precision problems. 
Two ways to minimize these problems are to use (visual 
or auditory) feedback and the benefits of multimodality, 
which enjoys a high level of preference among users, as 
many research studies (e.g. [Chu97]) report. 
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