Pacific Graphics (2014)
J. Keyser, Y. J. Kim, and P. Wonka (Editors)

Short Papers

Random Sparse Coded Aperture for Lensless Imaging

Z. Wang and 1. Lee

School of Information Technology & Mathematical Sciences
The University of South Australia, Mawson Lakes, South Australia, 5095

Abstract

This paper develops a computational lensless imaging system based on a random sparse coded aperture. The
camera consists of a thin mask with a coded pattern and a standard sensor array. The proposed coded aperture
contains multiple square pinholes, and forms a superposition of multiple pinhole images. In order to reduce the
artefact due to diffraction or interference and simultaneously to facilitate the fabrication, the pinholes are designed
bigger than some other proposed ones, and sparsely spread on the mask. Only the diffraction pattern for one
pinhole imaging model needs be taken into account to improve the angular resolution. An arising issue is that
the resulting optical transfer function (OTF) involves many zero-value spectrums, which adversely affects the
reconstruction quality with conventional image decoding techniques. We introduce a reselection scheme, which
selects partial Fourier samples to reduce the impact of zero entries in OTF. Then, the total variation minimization
with quadratic constraints algorithm is applied to attain a good quality reconstruction.

Categories and Subject Descriptors (according to ACM CCS): 1.4.1 [IMAGE PROCESSING AND COMPUTER
VISION]: Digitization and Image Capture—Sampling

1. Introduction

Despite the popularity of lens based optical imaging, coded
aperture (CA) based lensless imaging has recently received
lots of attentions [GIG11]. The basic idea of coded aper-
ture imaging (CAI) is the use of multiple pinhole apertures
to acquire a superposition of pinhole images. The recorded
picture is then decoded using digital image processing tech-
niques. Similar to pinhole optics, CAI has several advan-
tages over lens cameras, such as wide field of view, virtu-
ally infinite depth of focus, and free from linear distortion.
In contrast to single pinhole cameras, the use of multiple
pinholes reduces the exposure time and increases the signal-
to-noise ratio (SNR).

A significant drawback for pinhole imaging is its low res-
olution in comparison with lens based cameras. CA was put
forward originally for imaging short wavelength (e.g. x-rays
and gamma rays) [Dic68] where diffraction and interference
are negligible, so the pinholes can be made small enough
to obtain the desired resolution. However, the optical effects
have to be taken into account when CA is applied to visible
imaging. The resolution for one pinhole aperture is limited
by its geometrical or wave optics. A big pinhole produces a
large uniform geometrical shadow of the hole, so the reso-
lution depends on the pinhole size. A tiny pinhole produces
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a Fraunhofer or Fresnel diffraction pattern which causes a
blurry image. In addition, densely distributed pinholes pro-
duce severe interference noise. So, seeking a proper CA is
vital for specific applications.

In the past decade, lots of efforts have been devoted to
lensless imaging. In 1999, Mielenz gave a theoretical bound
of diffraction limit for lensless imaging [Mie99]. In 2003
Potuluri er al. [PGABO3] developed a reference-structure-
based lensless imaging system to track the motion of an ob-
ject, and then in 2006 Zomet and Nayar [ZNO06] substituted
a controllable aperture for the lens to construct a lensless
camera. The apertures in those cameras did not comprise
of pinholes, so their imaging principles are different. Prob-
ably the first CA based lensless camera was developed for
remote visible or infrared imaging by Slinger and Ridley
et al. [SEG*07,RdVP*09] in 2007. Their CA contains lots
of tiny pinholes, randomly distributing on the mask. They
made their CA using specific materials and manufacturing
techniques. Another implementation of lensless camera was
conducted by Chi and George in 2011 [CG11]. They em-
ployed a spatial light modulator (SLM) screen to construct
a pattern of uniformly redundant array (URA) [FC78] for
their CA. URA is able to produce an ideal delta function
by convoluting its conjugate function so that the reconstruc-
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tion is perfectly solved. Both the above two kinds of CAs
consist of dense small pinholes. So, the optical effects oc-
cur. Slinger and Ridley ez al. even leveraged the diffraction
to obtain a fine resolution image, but they had to attain the
accurate diffraction pattern by extra physical test. Chi and
George reduced some of the diffraction noise via using an
iterative phase retrieval method at decoding, and the image
quality was trade off. Recently, a time varied sparse pinhole
array was proposed by Schwarz et al. [SSZ14] for acquiring
high-resolution images. There are only several larger pin-
holes sparsely distributed on the CA so that each pinhole can
image independently with little interference. The diffraction
pattern for single pinhole imaging system can be analyzed
theoretically. However, the optical transfer function (OTF)
for such a CA involves lots of zero-value spectrums so that
the target image cannot be ideally reconstructed with com-
mon linear methods. So, Schwarz ef al. acquired the target
scene several times using different CA patterns. The sum of
the resulting OTFs preserves sufficient frequencies to extract
a perfect reconstruction. In order to change the CA pattern
conveniently, they adopted a DLP matrix.

Motivated by the above novel cameras, in this paper we
propose a random sparse CA for lensless imaging. A few
square pinholes are sparsely scattered on the mask. The
number of pinholes is adjustable for specific applications.
But, the separations between adjacent pinholes are as big
as possible to reduce the interference noise. If the pinholes
are dispersed in a random sense, the recorded image is en-
crypted. Similarly, the OTF for the sparse CA involves many
zero entries so its inverse produces many spikes, leading to
small noise introducing a big effect. Conventional linear in-
version methods cannot deal with such a problem. Hence,
we employ a reselection scheme. The recorded samples are
transformed into Fourier domain. Partial Fourier samples are
then selected by following the principle of compressed sens-
ing (CS) [CRT06a,CRT06b]. Meanwhile, those samples cor-
responding to the zero (or near zero) entries in OTF are
discarded. Although the selected samples are incomplete,
the sparse recovery algorithms can be manipulated to re-
cover a good approximation. The hypothetical application
for the proposed camera is outdoor surveillance. The sun-
light is strong so a few pinholes can intake sufficient photons
at short exposure time. In addition, a random distribution of
pinholes may provide an encryption at sampling.

2. Principles of our Imaging System

Table-I Parameters for our prototype system
Aperture size 7.68x7.68mm
Image distance (f) 40mm
Object distance (u) >52m
Square pinhole size (d) 0.24mm
Pixel pitch (w) 30um
Yellow-green Wavelength (A) | 550nm
Sensor array (pixels) 720 x 480
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Figure 1: Sketch of the optical imaging system.
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Figure 2: (a) random sparse CA; (b) the PSF for the basic
pattern; (c) diffraction pattern

The optical imaging system is depicted in Figure 1. Be-
sides, the parameters of the imaging system are listed in
Table-I for the convenience of following explanation. The
optical setup is composed of a CA and a sensor array. There
are many pinholes on the CA, but each pinhole can perform
independently as a single pinhole imaging model.

A good virtue for pinhole optics is its linearity. For the
simplicity of illustrating such a feature, we assume that there
are only two identical pinholes in the imaging system. Let O
denote the object, H; and H; denote the point spread func-
tions (PSF) of two pinholes A and Aj, and P| = OQH],
P, = OQH, denote the two corresponding images where @
denotes the convolution, then the recorded picture

P =P +P, = 0QH| + OQH, = OQ)(H, + Hy). (1)

Furthermore, P; and P, are the same except the position. The
displacement of P and P, in one dimension is calculated as

p=s+fs/u. (2)

When the object distance is unknown, the displacement will
be difficult to figure out. In order to make the second term
negligible, we set u large enough so that f's/u < w where w is
one pixel width (the smallest unit of the sensor array). Then,
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the image translation of a point source passing through any
two pinholes is equal to the separation of the two pinholes in
each dimension. In other words,

Py(x,y) = Pi(x+s5,y+5). ©)

In an analogous manner, we can prove that objects off the
optical axis follow the same conclusion as well. Then, the re-
sulting imaging system becomes a linear shift invariant (LSI)
system.

A significant benefit brought by the LSI principle is that
the imaging model is determined once the CA is designed.
Let {x;,y;}/~, denote the positions of m pinholes on the CA,
then the final recorded picture can be expressed as

m
P=Y OQH (xi.yi). @)
i=1
And the entire PSF for the CA is

m
A=Y H(x,)- )
i=1
It is a sum of many pinhole PSFs with different phase. Al-
though the object distance is constrained by the LSI princi-
ple, it can still be adjusted by changing the image distance.
In order to ensure each pinhole image to fall at the bound-
ary of a pixel, the pinhole is square and its size is an integer
multiple of the pixel size.

For imaging at visible wavelength without lens, major
challenges come from optical diffraction and interference. A
single pinhole camera usually adopts a compromising pin-
hole size so that the diffraction mostly falls within the scope
of geometrical imaging. Many works have shown that a pin-
hole camera can capture a good quality image as well. The
optimum diameter for a circle pinhole camera is

d=1.56\/Af (©6)

where A is the target wavelength [You71]. Thus, the side
length of our square pinhole selects 0.24mm after consid-
ering both (6) and the alignment of pinholes and pixels. On
the other hand, in order to reduce the interference noise, each
row or column contains a few separate pinholes, including
no pinhole. Such an arrangement also facilitates the fabrica-
tion.

Once the above requirements are satisfied, the pinholes
can be arranged freely. A randomly distributed CA offers an
additional feature of encryption at sampling. The recorded
picture by a CA camera is a mixture of many pinhole im-
ages. It cannot present a clear content before reconstruction.
The reconstruction depends on the PSF, and the PSF is de-
termined by the CA pattern. Therefore, a random CA can
encrypt the target image at the sampling stage, which is im-
possible for lens based cameras.

The PSF is vital for CA reconstruction. Thanks to the lin-
earity of pinhole optics, the PSF for the proposed CA can be
calculated based on geometrical optics. Our prototype CA is
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shown in Figure 2(a). As done in [FC78], a cyclic version
is employed to make each point source contribute a com-
plete cycle on the recorded picture. The middle part outlined
by the red square presents a basic 16x 16 pattern, and the
whole CA is a cyclic 32x32 pattern. At first, the PSF for
single pinhole is assumed to be a Kronecker delta function.
Each d xd white square means a pinhole, which corresponds
to ‘1’s in the PSF. The black part means light proof, and sim-
ilarly each dxd black square corresponds to ‘O’s in the PSF.
The phase displacement of two ‘1’s equals the separation of
their pinholes. Then, the PSF for the basic pattern is shown
in Figure 2(b). The whole PSF is too big to show, but it is
easy to figure out in a similar way.

If one pinhole is regarded as a basic unit, the imaging sys-
tem suffers from a coarse angular resolution of d/ f, which
is around 6mrad for our prototype camera. So, we have to
investigate the PSF within the geometrical shadow of one
pinhole. It is improper to regard the geometrical shadow as a
uniform square since the diffraction cannot be disregarded.
Meanwhile, the diffraction pattern for a single square aper-
ture can be analyzed theoretically [Mie98]. We utilize both
theoretical analysis and experimental test, and then synthe-
size a diffraction pattern as Figure 2(c). Each pixel on the
sensor array has a width of 30um, so each pinhole square
is divided into 88 grids. The above PSF is then extended
8 times in each dimension by replacing the ‘1’s with the
diffraction pattern and stuffing the rest with ‘0’. And the an-
gular resolution is improved to 0.75mrad.

3. Decoding

(@)
Figure 3: (a)plot for

\FEA)\ ; (b)Reselection (26 lines)

The CA imaging can be formulated in convolution as
P=0QA+N, 7
or in Fourier transform as
F(P)=F(0).«FA)+N ®)

where A is the PSF for the CA, O the target image, P the
recorded picture, N the noise, N the noise in Fourier form, F
the Fourier transform, F(A) the OTF, and (.x) the element-
wise multiplication. Conventional decoding algorithms are
mostly based on deconvolution or linear inversion. For URA,
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a conjugate function G can be constructed to satisfy that
AQG is an ideal delta function but NQG is closed to zero,
which has been applied in [CG11]. When F(A) does not
contain zero entries, general inversion of 7 (A) can be used
to reverse (8) to retrieve O, e.g., in [SSZ14]. In [SEG*07],
a regularization parameter is added to F(A) so that it be-
comes invertible, then the Tikhonov regularization method
is adopted.

For our sparse CA, it is difficult to find an ideal conjugate
function as URA. Besides, the F(A) contains lots of zeroes
(see red points in Figure 3(a)), so that the noise correspond-
ing to the zero entries produces a bigger impact on the re-
construction than others. Both linear inversion and Tikhonov
regularization do not differentiate them. The recent CS the-
ory proposed a new non-linear way to solve a perfect re-
construction from incomplete noisy Fourier samples, which
has been successfully applied to medical imaging [CRT06a].
In brief, CS tackles the insufficiency of samples by taking
advantage of the sparsity characteristic of image signals in
specific domains. Likewise, some of the Fourier samples are
corrupted in our imaging system because they involve a mul-
tiplicative of zero. So, a reselection scheme is introduced to
exclude those corrupted samples at decoding. The rest sam-
ples are incomplete. However, if the selection follows the CS
principle, the sparse recovery algorithms can be leveraged
for reconstruction.

It is well known that the low frequency parts of an image
in Fourier domain are dominating and important. The zero-
frequency component is shifted to the center of spectrum in
the course of reconstruction. In a similar way to [CRT06a],
a few lines passing through the central point are selected
(e.g., Figure 3(b)). The Fourier samples on these lines are
collected, but among them those corresponding to the zero-
value (or close to zero) spectrums in the OTF are discarded.
Suppose L denote the selecting operator, then

L [FA) =8

L(F(4) = { 0, otherwise. ©)

0 is the threshold of selection. ‘1’ means selected, and ‘0’
means discarded. If the selected index set is denoted by L as
well, we can derive (10) from (8),

LIF(P)] = LIF(O)]. x LIF (A)] + LIN]. (10)

(10) reveals that the noise which can introduce big effect
are excluded at decoding. Although (10) is ill-posed, the to-
tal variation (TV) minimization with quadratic constraints
in [CRT06a] can be used for its reconstruction by solving

min TV (x) (11)
st IFTHLIF )+ LIF(A)]} = F-HLIF (P}, <e

where € is the noise tolerance and TV (x) denotes the sum of
the magnitudes of the discrete gradient of the digital image

X,

TV (x) = Z\/(xi-s-l-,j =) 4 (i j1 =% )%
i7

Another benefit of the proposed method is that the demand
on memory could decrease since the selected Fourier sam-
ples are reduced, which is useful for large-scale image pro-
cessing. Besides, the proposed method can be applied to im-
age deblurring for lens based cameras with a coded aper-
ture [LEDFO07] as well.

4. Experimental Results

Object

Sensors

Figure 4: The arrangement of CA and sensor array

Figure 5: Our prototype system: a)the entrance pupil; b)
the CA mask; c) the prototype camera; d) the test site

There are different geometric arrangements of mask and
sensors [CSDC*87]. For a particular arrangement, there are
usually two types of field of view (FOV): fully coded field
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Figure 6: The raw recorded pictures on the Canon sensor array (720 x 480 pixels)

of view (FCFV) and partially coded field of view (PCFV).
The FCFV defines a scope in which all the light sources
are completely modulated by the mask; the PCFV defines
a scope where the light sources are partially coded by the
mask. Light sources from the PCFV are difficult to analyze
due to the incomplete coding, so they should avoid reach-
ing the sensors. We select an arrangement as Figure 4. The
mask comprises a 2r-by-2s cyclic version of the basic pat-
tern where  and s mean the width and height of the target
image, and the sensor array just below it contains r-by-s pix-
els. Such an arrangement employs a small sensor array but
provides a wide FOV. When the incident lights only come
from the FCFV, an r-by-s pixel image can be reconstructed
from the recorded samples.

The mask is fabricated by a laser cutter with the highest
resolution of 1200dpi, and then attached to the Canon EOS
600D camera base. The lens set is removed. A calibration is
carried out for aligning the mask and the sensor array. An
entrance pupil, modified from a Holga pinhole camera (see
Figure 5(a, b)), is equipped to ensure that the target scene is
just the FCFV. The prototype camera and test site are shown
in Figure 5(c) and (d) separately. The parameters are listed
in Table-I. In our prototype camera, the CA dimension is
7.68x7.68mm which is limited by the entrance pupil. Thus,
the recorded pictures have a resolution of 128 x 128 pixels.
The test results are shown in Figure 6 and 7. Six target im-
ages (Figure 7 column (a)) are displayed on the LCD screen,
and then captured by our lensless camera in a dark environ-
ment to reduce the noise from the PCFV. Because the Canon
sensor array is bigger than the required size, cyclic versions
of samples are recorded on it (see Figure 6). The central ones
corresponding to the basic pattern (Figure 7 column (b)) are
sufficient and necessary for reconstruction. Different recov-
ery methods are performed, but only the reconstructions by
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Tikhonov regularization and our reselection plus TV min-
imization method are recognizable and shown in Figure 7
column (c,d).

In the first row of Figure 7, the target scene is an ‘R’ letter.
Several ‘R’s are clearly observed on the recorded picture,
which verifies 1) that the interference noise is insignificant
for our sparse CA and 2) that the recoded picture is a linear
sum of multiple pinhole images as (4). The recorded pictures
in other rows are nearly unreadable owing to overlapping,
providing an initial encryption. But, the reconstructions are
perceptible. In addition, the reconstructions by our method
are clearer than those by Tikhonov regularization. So, the
superiority of the proposed scheme is testified.

5. Conclusions

This paper developed a prototype lensless camera which
records the target scene in a coded manner. The proposed
sparse CA is able to reduce the interference noise, simplify
the analysis of the imaging model, and facilitate the fab-
rication, but suffers from lots of zero-value spectrums. To
mitigate the negative effect from the zero-value spectrums,
we introduce a reselection scheme, and then leverage the
well-developed sparse recovery algorithms to retrieve a bet-
ter reconstruction than the classic Tikhonov regularization
method. The proposed lensless camera is promising for pre-
liminary outdoor surveillance because of its low cost and ad-
ditional encryption at sampling.

However, this paper is a proof-of-concept study on com-
putational lensless imaging system. The result obtained so
far is inferior to that of lens based cameras. It is certainly
desirable to extend the work of this paper to more practical
applications. Recent researches have shown that the image
quality could be improved by using multiple masks [DF14].
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Figure 7: Column (a) ground truth; (b) recorded pictures
by CA lensless camera; (c) decoding by Tikhonov regular-
ization; (d) decoding by reselection + TV minimization.

Besides, the OTF for the current mask contains lots of zero-
value spectrums, which corrupts many samples. Adopting
different pinhole sizes [FO12] may be able to reduce them
and enhance the reconstruction quality. Those techniques en-
courage us to conduct further research along this direction.
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