
Combining Transformer and CNN for Super-Resolution 
of Animal Fiber Microscopy Images

The images of cashmere and wool fibers used for 
scientific research in the textile field are mostly 
acquired manually under an optical microscope. 
However, due to the interference of microscope 
quality, shooting environment, focal length 
selection, acquisition techniques and other factors, 
the quality of the obtained photographs tends to 
have a low resolution, and it is difficult to show the 
fine fiber texture structure and scale details. 
Therefore, super-resolution reconstruction of fiber 
images is of great practical significance.

Figure 2:Comparison of reconstruction effects of differe
nt models 
at Turkish cashmere × 4 scale

As shown in Figure 1, the FEB module: uses a shift window 
to model long-term dependencies and acquire global features 
based on the characteristics of SwinT, while the LCF module 
filters and extracts shallow local features, and the ECAM 
module extracts high-frequency information using weighted 
channel attention, discards low-frequency information and 
reduces the parameters, which is achieved by multiplying the 
input features with the attention weights in order to improve 
the model's perception of important features.The ESA module 
performs dimensionality reduction by 1×1 convolutional 
kernel and captures a larger range of contextual information 
in space using maximum pooling operation, where the 
convolutional layer and activation function process the 
features to capture and emphasize the important features so 
that the model focuses on the important regions in the input 
features. Finally the global features extracted by SwinT are 
fused;

Ablation experiments 
The results in the Table 1 show that the PN module using residual jump 
connections contributes significantly to the performance and parameters, 
whereas in the absence of the PN module, the number of parameters increases 
dramatically and the performance decreases. This suggests that the PN module 
not only maximizes the extraction of important features but also reduces the 
parameter footprint.Better performance can also be achieved using only the 
SwinT model, but its parameters are twice as large as those of our model.
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With the rapid development of deep learning, many 
hyper-segmentation models based on convolutional 
architectures such as DCRN[1] and CARN[2]  have 
been proposed, but their feature extraction can only 
be performed local ly,  ignoring long-range 
dependencies, which is unacceptable for fibrous 
images  wi th  l a rge  c ross - sec t iona l  l eng th 
comparisons. Attempts to use the Transformer 
architecture gradually became the current hotspot, 
and SwinIR[3]  achieved the best performance at 
that time, but the large computational and memory 
footprint made it difficult to deploy on mobile 
terminals.ESRT[4]  was the first hypersegmentation 
model to combine Transformer and CNN and 
achieved a trade-off between performance and 
parameter footprint, but its focus on small targets 
was not sufficient adequately.Therefore, we design 
a super-resolution reconstruction model for fiber 
dataset to address the above problems.

 F i r s t ,  a  h y b r i d  m o d u l e  i n t e g r a t i n g 
SwinTransformer and enhanced channel and spatial 
attention is proposed to extract the global features 
and obtain the important localization among them, 
in addition, a multi-scale hierarchical screening 
filtering module based on the residual model is 
proposed to amplify the feature information 
focusing on high-frequency regions by splitting the 
channel to let  the model adaptively weight 
according to the feature weights. Finally, the global 
average pooling attention module integrates and 
weights the high-frequency features again to 
enhance details such as edges and textures.A large 
number of experiments show that compared with 
other state-of-the-art algorithms, the proposed 
method significantly improves the image quality on 
the fiber dataset, and at the same time proves the 
effectiveness of the proposed method at all scales 
in five public datasets.
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the PN module is mainly used to extract the edges and 
detailed texture features of the fiber image, and the features 
are fused and extracted at different scales, and the DCA 
module splits the channel features into A and B, and the A 
channel's features have a larger sensory field to see more 
pixel information, and the B channel causes more shallow 
rough features to propagate to the deeper layers to be 
preserved, fusing AB and using attention to further filter 
useful features.This compensates for critical information that 
may be lost in the stacking process of the FEB module.

Figure 1:Lightweight super-resolution reconstruction model for multiscale hierarchical screening
 

Figure 2:Comparison of reconstruction effects of different models 
at Turkish cashmere × 4 scale
 

Figure 3:Comparison of reconstruction effects of different models 
at small-tailed frigid sheep hair × 4 scale
 

Table 1:Impact of different components on model performance in 
fiber datasets 

Table 2:Quantitative comparison of different algorithms on fiber image datasets at different scales

Comparison experiments 
Table 2 demonstrates the superiority of our algorithm on the fiber dataset, where a small improvement in performance is obtained while 
maintaining a small parameter footprint, where cashmere gets relatively better results compared to wool due to the regularity of its 
texture. Specific comparison images are shown in Figure 2 and Figure 3, where the skeleton and texture parts of the images obtained by 
our algorithm are more obvious, and the small target features are better recovered. Meanwhile, in order to verify the generality of the 
model, we use the DIV2K dataset to train the model and test the model in five public datasets, as shown in Table 3, compared with 
other existing models, the proposed model has a strong competitiveness in the ×2 ×3 ×4 scale.

Table 3:Quantitative Comparison of Different Algorithms at Different Scales on Five Public Benchmark Datasets
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