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Abstract
Interactive image segmentation models aim to classify the image pixels into foreground and background classes
given some foreground and background scribbles. In this paper, we propose a novel framework for interactive
image segmentation which builds upon the local and global consistency model. The final segmentation results are
improved by tackling two disadvantages in graph construction of traditional models: graph structure modeling
and graph edge weights formation. The scribbles provided by users are treated as the must-link and must-not-link
constraints. Then the graph structure is modeled as an approximately k-regular sparse graph by integrating these
constraints and our extended neighboring spatial relationships. Content driven locally adaptive kernel parameter
is proposed to tackle the insufficiency of previous models which usually employ a unified kernel parameter. After
the graph construction, a novel three-stage strategy is proposed to get the final segmentation results. Experimental
results and comparisons with other state-of-the-art methods demonstrate that our framework can efficiently and
accurately extract foreground objects from background.

Categories and Subject Descriptors (according to ACM CCS): I.4.6 [Image Processing and Computer Vision]:

Segmentation—Pixel classification

1. Introduction

Image segmentation, which is described as extracting mean-

ingful partitions from an image, is one of the most funda-

mental, well-studied but challenging problems in computer

vision. In general, image segmentation models can be di-

vided into two groups: automatic and interactive segmenta-

tion. There are many models in each group and [HCX∗13]

presents a very comprehensive review. In this paper, we only

focus on interactive image segmentation models, in the sense

that the users provide a partial labeling of the image.

Image segmentation is not easy because of many difficul-

ties, such as noise pollution, illumination variation and back-

ground clutter, and so on. In the meanwhile, the segmenta-

tion results should also be insensitive to the seeds location

and quantity in order to reduce the user effort. To confront

all these difficulties, many approaches have been proposed

in the literature with impressive results. Popular approaches

which are related to our work include graph and region based

models.

Graph based segmentation models can be roughly divided

into two subgroups: graph-cut based models and random

walk based models. Boykov and Jolly [BJ01] propose the

first interactive graph-cut model. The user’s provided fore-

ground and background seeds are treated as source and sink

nodes in graph respectively. The segmentation is performed

by the min-cut/max-flow algorithm. It has been very popular

because of its strong mathematical foundation provided by

the MAP-MRF framework [GPS89]. Rother et al. [RKB04]

propose an iterated graph-cut algorithm named GrabCut. It

uses a Gaussian mixture model (GMM) to model the pix-

els colors’ distribution and alternates between object esti-

mation and GMM parameter estimation iteratively. Li et al.

[LSTS04] also propose an improved (both in speed and ac-

curacy) interactive graph-cut algorithm named Lazy Snap-

ping. They adopt superpixels to construct the graph to re-

duce the computational cost. All these graph-cut based meth-

ods sometimes have the problem of short-cutting and it is

usually caused by a lower cost along a shorter cut than

that of a real boundary. To overcome this problem, Price et

al. [PMC10] propose a geodesic graph cut method which

takes geodesic distance (instead of Euclidean distance) into

account. It outperforms previous graph-cut based methods
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when user’s provided information separates the background

and foreground feature distributions effectively.

Random walk based methods classify an unlabeled pixel

via resolving a question: a random walker starts from one lo-

cation, what is the most probable seed destination? Grady et

al. [Gra06] regard the image segmentation as random walk

on a graph and demonstrate that their method is more robust

to noise, weak boundary detection and ambiguous region

segmentation. However, it is very sensitive to the seeded

points. Kim et al. [KLL08] propose a generative image seg-

mentation algorithm by utilizing random walk with restart

(RWR) which gives the walker two choices: randomly move

to one of its neighbors with probability c or jump back to its

initial seed point and restart with probability 1− c. RWR al-

gorithm can segment images with weak boundaries and tex-

tures more effectively, but its computational cost is very high

because it demands large matrix inversion.

Region based methods can be categorized into two

subgroups: region growing, region splitting and merging.

Adams and Bischof [AB94] propose a fast and easily imple-

mented method based on region growing. It iteratively add

pixels in subregions near the foreground or background sub-

regions to the active set and updates the seeds until all pixels

in the image are assigned to a label. It generates unsatis-

factory results when foreground and background have close

color distribution. Both Maximal Similarity-based Region

Merging (MSRM) [JLDC10] and Mating Attributed Rela-

tional Graph (MARG) [NGCJ∗12] begin with superpixels.

MSRM iteratively merges a region into a neighboring re-

gion which has the most similar color histogram and updates

the histogram of newly merged region until there is no re-

gion to be merged. It has high overall computational com-

plexity because it needs computing the histogram similarity

in each iteration. MARG constructs two graphs: the input

graph, which represents the input superpixels image; and the

model graph, which is constructed by the labeled superpix-

els. Then the region merging is performed by matching these

two graphs. This method needs many labeled pixels which is

not impractical.

Almost all of these existing interactive segmentation sys-

tems provide users with an iterative procedure to add or re-

move scribbles to temporary results until they get the final

satisfactory segmentation result. However, they can only get

high precision segmentation results at the cost of high com-

putational complexity or many carefully placed seeds. Obvi-

ously, these two disadvantages make their models impracti-

cal because the users usually require the system to respond

quickly and update the corresponding result immediately for

further refinement.

In order to overcome these shortcomings, we propose an

efficient interactive image segmentation system that builds

upon graph-based semi-supervised learning theory and su-

perpixels. The input image is over-segmented into small ho-

mogeneous regions and the user provided scribbles are inte-

grated with superpixels. Then we model the approximately

k-regular sparse graph and form the affinity graph matrix us-

ing proposed content driven locally adaptive kernel parame-

ter. The final segmentation is generated by a three stage strat-

egy.

2. Efficient Interactive Image Segmentation with Local
and Global Consistency

In this section, we first briefly introduce the learning with lo-

cal and global consistency model in Section 2.1, then present

the details of our proposed three stage interactive image seg-

mentation framework in Section 2.2.

2.1. Learning with Local and Global Consistency

Graph-based semi-supervised models usually consist of two

main parts: graph modeling and information inference.

Given a set of n data points X = {x1,x2, ...,xq, ...,xn}, with

each data xi ∈ Rm, the first q points {x1,x2, ...,xq} are la-

beled as the queries and the rest points {xq+1, ...,xn} are un-

labeled. The ranking algorithm aims to rank the remaining

points according to their relevances to the labeled queries.

Let f : X → Rn denotes a ranking function which assigns

to each data point xi a ranking value fi. We can treat f
as a vector f = [ f1, f2, ..., fn]T . y is an indication vector

y= [y1,y2, ...,yn]
T , in which yi = 1 if xi is a query, and yi = 0

otherwise.

Next, we define a graph G = (V,E) on these data points,

where the nodes V are dataset X and the edges E are

weighted by an affinity matrix W = [wi j]n×n. W is often ob-

tained by applying the Gaussian kernel to a distance matrix:

wi j = e−
d2(i, j)

σ2 (1)

where d(i, j) denotes the distance between xi and x j and

usually is computed via Euclidean distance between colors,

σ decides the kernel size. The degree matrix is denoted as

D = diag{d1,d2, ...,dn}, where di = ∑n
j=1 wi j.

According to Zhou et al. [ZBL∗03], cost function associ-

ated with the ranking function f is defined to be

Q( f ) =
1

2
(

n

∑
i, j=1

wi j‖ 1√
dii

fi − 1√
d j j

f j‖2 +μ
n

∑
i=1

‖ fi − yi‖2)

(2)

where the regularization parameter μ > 0 controls the bal-

ance of the first term (smoothness constraint) and the second

term (fitting constraint, containing labeled as well as unla-

beled data.). The first term means that nearby points should

have similar scores. Then the optimal ranking f ∗ of queries

is computed by solving the following optimization problem:

f ∗ = argmin
f

Q( f ) (3)

The solution of Eq. 3 can be denoted as

f ∗ = (I −αS)−1y (4)
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where I is an identity matrix, and S = D− 1
2 WD− 1

2 is the

normalized Laplacian matrix, α = 1/(1+ μ). The detailed

derivation can be found in [ZBL∗03]. We denote this model

as LGC for describing convenience.

(a) (b)

(c) (d)

Figure 1: Three Stage Interactive Segmentation. (a) Input
image with labels. (b) Segmentation result. (c) Learning with
background labels. (d) Learning with foreground labels.

2.2. Efficient Interactive Image Segmentation via LGC

Above mentioned graph-based semi-supervised learning al-

gorithm indicates that our interactive image segmentation

framework should consist of two main parts: graph construc-

tion and information inference.

2.2.1. Labels Driven and Locally Adaptive Graph
Construction

To better exploit the intrinsic relationship between data

points, there are two aspects should be carefully treated in

graph construction: graph structure and edge weights. We

over-segment input image into small homogeneous regions

using SLIC algorithm [ASS∗12] and regard each superpixel

as a node in the graph G.

For graph structure, we take the local smoothness cue (i.e.,

local neighboring superpixels are more likely to belong to

the same object) into account and follow three rules. Firstly,

each node is not only connected with its direct adjacent

neighboring nodes, but also is connected with those nodes

sharing common boundaries with its neighboring nodes.

Secondly, the nodes labeled as foreground should be con-

nected and the nodes labeled as background should also be

connected. Thirdly, the labeled foreground and background

nodes should not be connected. First rule models the graph

as a k-regular structure by extended neighboring relation-

ships and makes sure the graph structure being sparse. The

rest two rules integrate the user’s provided information into

graph construction and destroy the k-regularity by treating

the user provided scribbles as must-link and must-not-link

constraints. However, the user provided constraints are much

less than total amount of nodes and this makes the graph

structure approximately k-regular.

After modeling the graph structure, the very core prob-

lem is to get the edge weight between any pairwise nodes

given input data. Most models utilize the L2 distance based

Gaussian kernel (See Eq. 1 for example) with unified kernel

width parameter to define edge weights. However, choosing

the optimal parameter σ is very challenging. So in this work,

we proposal a locally adaptive kernel parameter based edge

weights formation strategy, which can be defined as follows

wi j = e
− ci j

σi j (5)

where ci j denotes the Euclidean distance between superpixel

region i and j in LAB color space.

The reason for this adaption is straightforward: a good

choice of σ should pull intra-class objects together and push

extra-class objects apart simultaneously. Different images

have different feature representations and using a globally

unified σ will not achieve this goal in most time. So we de-

fine our local content adaptive kernel width as

σi j = �(ci j)
j∈N (i)

(6)

where � denotes the median operation, N (i) denotes neigh-

boring nodes of superpixel i (all the nodes that have connec-

tions with node i).
Our constructed graph takes spatial relationship, user pro-

vided information and image content into account. It can ex-

ploit the intrinsic structure of input data more properly.

2.2.2. Three Stage Interactive Segmentation

In this section, we present details of our three-stage interac-

tive image segmentation strategy.

Learning with Foreground Labels
We use the user labeled foreground seeds as queries and

other nodes as unlabeled data. By this setting, we get the in-

dicator vector y. The ranking scores are learned using Eq.

4. These ranking scores form a N dimensional vector, in

which N stands for the number of superpixels (also is the

total number of nodes of the graph). Every element in this

vector gives the similarity of corresponding node to the fore-

ground queries. Final foreground labels based ranking scores

are defined as

RS f (i) = f̄ ∗(i) (7)

where i is the superpixel index and f̄ ∗ is the normalized f ∗
(in range of [0,1]).
Learning with Background Labels

In this stage, we form the indicator vector y by treating

the user labeled background seeds as background queries.

Then the ranking scores are computed according to Eq. 4
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and are normalized into [0,1]. Final background labels based

ranking scores are defined as

RSb(i) = 1− f̄ ∗(i) (8)

Notice that f̄ ∗ are the ranking scores according to back-

ground queries, so we subtract them from one to get the cor-

responding foreground based scores.

Integration
When we get the foreground and background ranking

scores, the next stage is to integrate them. In this work, we

adopt a very simple strategy defined as

RS f (i) =M(RS f (i).∗RSb(i)) (9)

where .∗ stands for pixel-wise product, RS f and RSb are de-

fined in Eq. 7 and Eq. 8 respectively, M denotes mean based

thresholding operation defined by

M( fi) =

{
1 ( fi ≥ μ)
0 ( fi < μ)

(10)

where μ is the mean value of { f1, f2, ..., fN}.

Figure 1 illustrates this three-stage segmentation strategy.

The detailed procedure can be found in Algorithm 1.

Algorithm 1 Efficient Interactive Image Segmentation

Input: Input image and user scribbles

1: Construct the graph as stated in section 2.2.1.

2: Form the foreground and background indicator vectors re-

spectively according to user scribbles.

3: Get the ranking scores by Eq. 7 and Eq. 8 using corred-

ponding indicator y.

4: Integrate the ranking scores and get the final segments us-

ing Eq. 9.

Output: Final segments.

3. Experiments and Analysis

To present the advantages over previous algorithms, we con-

duct qualitative and quantitative evaluations on the GrabCut

dataset [RKB04] and some real natural images. Firstly, we

will analyze the sensitivity of user scribbles. Then, we show

the flexibility of our framework by extending it to single-

line cutout problem.Thirdly, we show the segmentation com-

parisons of applying our method and other four methods:

RWR [KLL08], GCPP [LSS09], NHL [KLL10] and CAC

[NCZZ12] on some representative images. Finally, we re-

port the running time of these models. The number of su-

perpixels is set to be N = 500 in all the experiments. The

balance weight α in Eq. 4 is set to be α = 0.99 for all the

experiments to put more emphasis on the label consistency

like previous graph-based semi-supervised learning models

usually did. We use green scribbles and blue scribbles to in-

dicate the foreground and background regions respectively

in all our experiments.

Figure 2: User scribbles sensitivity comparison. (a) Input
images with different user scribbles. (b) Results by RWR
[KLL08]. (c) Results by GCPP [LSS09]. (d) Results by NHL
[KLL10]. (e) Results by CAC [NCZZ12]. (f) Our results.

3.1. Comparison of Scribbles Sensitivity

Through extensive experiments we find that the user scrib-

bles play an very important role in the interactive image

segmentation models. So a good interactive segmentation

model should be insensitive to the locations and quantity

of user scribbles. We demonstrate the user scribbles insen-

sitivity of our method in Figure 2. We use less scribbles in

bottom row and the scribbles are also placed in different lo-

cations in Figure 2(a). The corresponding segmentation re-

sults of RWR [KLL08], GCPP [LSS09], NHL [KLL10] and

CAC [NCZZ12] are shown in Figure 2(b)-(e) respectively.

Segmentation results of our method are shown in Figure 2(f).

It can be seen that our method can get almost unchanged best

segmentation results given user scribbles of different loca-

tions and quantities.

Figure 3: Single-line cutout. Top row: Input images with
single-line label (only foreground labels). Bottom row: Cor-
responding segmentation results.

3.2. Single-line CutOut

Because we integrate the user scribbles into graph construc-

tion and also take spatial relationships into account, our pro-

posed model can be easily extended to single-label segmen-

tation problem in a straightforward manner. It only needs

foreground labels to segment out the desired object. As
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shown in Figure 3, it can get satisfying segmentation results

using only single line interaction. This will definitely make

the segmentation problem more convenient and interesting.

(a) (b) (c) (d) (e) (f)

Figure 4: Comparison of our model with other models. (a)
Input images with labels. (b) Results by RWR [KLL08]. (c)
Results by GCPP [LSS09]. (d) Results by NHL [KLL10]. (e)
Results by CAC [NCZZ12]. (f) Our results.

3.3. Qualitative and Quantitative Comparison

In Figure 4 and Figure 5, the segmentation results are gen-

erated by five algorithms including RWR [KLL08], GCPP

[LSS09], NHL [KLL10], CAC [NCZZ12] and ours.

For qualitative comparison, we use same user scribbles

to generate the segmentation results. Figure 4 and Figure

5 present fair comparisons of complicated images from the

GrubCut dataset [RKB04].

For quantitative comparison, we use the normalized over-

lap βo [SG07] to measure the similarity between segmenta-

tion result and ground truth quantitatively. It is defined as:

βo =
|S f ∩G f |
|S f ∪G f | (11)

where S f is the assigned foreground pixels of the segmen-

tation result and G f is that of ground truth. This value is

presented below each segmentation result in Figure 4. Due

to space limitation, we do not show this value in Figure 5.

As can be seen, RWR [KLL08] and GCPP [LSS09] can

generally generate satisfactory segmentation results. How-

ever, RWR [KLL08] can only get good segmentation results

when there are enough user scribbles to surround the desired

object. This requirement makes their method inapplicable

because it needs more user scribbles. For GCPP [LSS09],

it will produce isolated regions (even dots) in bigger fore-

ground regions as shown in fourth and last row of third col-

umn. CAC [NCZZ12] will also segment out background re-

gions when the background and foreground have similar col-

ors. NHL [KLL10] also has the problem of producing iso-

lated regions and segmenting out background regions when

the corresponding regions have no scribbles. On the other

hand, our model consistently outperforms all other models.

(a) (b) (c) (d) (e) (f)

Figure 5: Comparison of our model with other models. (a)
Input images with labels. (b) Results by RWR [KLL08]. (c)
Results by GCPP [LSS09]. (d) Results by NHL [KLL10]. (e)
Results by CAC [NCZZ12]. (f) Our results.

Model Programming language Time (in s)

NHL MATLAB 48.79s

CAC C++ 2.8s

RWR MATLAB 3.13s

GCPP MATLAB/C++ 2.1s

Ours MATLAB 1.98s

Table 1: Running time of different models.

3.4. Running Time

The segmentation process should be very fast in order to let

the users modify the segmentation results in a real time fash-

ion. We conduct experiments on some representative images

and report the mean running time of each model. All the ex-

periments are carried out on a PC with an Intel Core i7 3.2

GHz processor and 16 GB of RAM. Table 1 illustrates the
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running time of different models for segmentations on im-

ages with size of 640×480.

We can see from Table 1 that NHL [KLL10] needs the

most time, it takes about fifty seconds to process an im-

age. The rest four models including ours need almost same

time to proceed. It’s worth mentioning that our unoptimized

MATLAB code only needs less than 2 seconds including

over-segmentation computation time to segment the input

image. The running time of our model can be sharply re-

duced by standard multi-cores methods due to the sparsity

of our model in C++ implementation.

4. Conclusions and Further Work

In this paper, we propose a novel framework for interactive

image segmentation, which generates accurate segmentation

results with very fast respond to users’ interactions. It is built

upon a graph-based semi-supervised learning framework to

rank similarities of unlabeled data points with respect to the

labeled ones by exploiting the global and local consistency.

To better exploit the intrinsic structure of data, we firstly

model the graph as a k-regular graph to take spatial rela-

tionships into account. Then we further enhance the graph

structure by integrating users’ provided scribbles and finally

model the graph as an approximately k-regular sparse graph.

To overcome the instability brought by the sensitivity of

hyper-parameter, we propose a content driven locally adap-

tive kernel parameter to form the graph edge weights. A

three-stage strategy is proposed to generate the final segmen-

tation results. Our framework can also be easily extended to

single-line cutout problem. Extensive experiments show that

our model consistently outperforms other models both quali-

tatively and quantitatively. Last but not least, our framework

has the least computational cost compared with other four

models due to the sparsity of our constructed graph and us-

age of superpixels.

As future work, we consider three possible directions:

multi-features, multi-scale and optimization. We only use

color feature for now. There are other features that can be in-

tegrated into this framework to better differentiate different

regions, such as texture and edge. We employ superpixels as

our basic processing unit. The incorrect over-segmentation

will affect the final segmentation result. This disadvantage

can be overcome effectively by utilizing the multi-scale tech-

nique. We will further optimize the framework and consider

parallelism to speed up the segmentation procedure.
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