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Abstract
A method is proposed to identify and localize semantic features like anatomical characteristics or decorations on digital arte-
facts or fragments, even if the features are partially damaged or incomplete. This technique is based on a novel generalization
of the Hough transform. Its major advantages are the relative robustness to noise and the recognition power also in the case of
partial features. Our experiments on digital models of real artefacts show the potential of the method, which can work on both
3D meshes and point clouds.

Categories and Subject Descriptors (according to ACM CCS): Computing methodologies - Computer graphics - Shape modeling
- Shape analysis.

1. Introduction

In the Cultural Heritage domain (CH), applications of 3D mod-
elling are mainly focused on objects’ geometry and appearance
acquisition, reconstruction and visualization. These processes are
now widely used, and archaeologists ask for 3D models, which be-
come a valuable source to support activities of comparative analy-
sis [PPY∗16]. Some of them are related to re-unification tasks, e.g.
to select fragments belonging to the same archaeological type or to
find matching between fragments for reassembly purposes. Other
activities are related to re-association purposes, to classify objects
according to various criteria, e.g., geometric shapes, textures or se-
mantic features.

Several problems make these tasks not easy. Archaeological arte-
facts are often broken, eroded, worn, or incomplete and their quan-
tity is extremely vast, distributed and fragmented. Therefore global
similarity is often not applicable in the CH domain. When deal-
ing with broken fragments, a further challenge is to identify, and
locate, partial features in portions of models (for instance, a bro-
ken eye in a part of a head), taking advantage of the whole knowl-
edge associated to them. Therefore, methods must deal with multi-
modal information in combination (e.g., geometry, pattern, texture,
colour, reflectance). Another consideration is that the description of
an artefact is usually a text often integrated with pictures or man-
ual sketches, but completely unrelated to its digital model. There-
fore its semantic features are recognizable or localizable in the 3D
model only through visualization, while they should be attributed
to it. As we know from the textual description which semantic fea-
tures are present in the artefacts, we use this information as input
for the identification of these features in the 3D models.

In the case of human-made objects, feature curves have been
shown to be quite a flexible choice for representing the salient parts
of models [HT11]. Feature lines are often characterized as ridges
and valleys, thus representing the extrema of principal curvatures
[YBYS08]. Zero-mean curvature curves and zeros of the Gaussian
curvature are other ways to define feature lines because they respec-
tively divide concave and convex parts or hyperbolic and elliptic re-
gions [Koe84]. Finally, demarcating curves are the zero-crossings
of the curvature in the curvature gradient direction [KST08]. Once
the feature points have been detected, a popular choice is to fit
them with a quadratic spline approximation, as done in [APM15]
to drive fragment reassembly. However, the set of curves candi-
dates to fit a feature line is very large: recently 3D Euler spiral has
been proposed as a natural description for line drawings and silhou-
ettes [HT11].

Our method recognizes various features, possibly compound,
and selects the most suitable profile among a family of algebraic
curves. To do this, we use an extension of the Hough transform
technique to extract and approximate the feature curves from a set
of potentially significant points. Since its original conception, the
Hough transform has been extensively used and many generaliza-
tions have been proposed for identifying occurences of arbitrary
shapes, most commonly circles or ellipses [Bal81]. More recently,
the Hough transform technique has been extended and applied to
different families of algebraic curves (see [BR12] and [BMP13]).
This is undoubtedly an advantage of the method, which allows to
deal with various shapes, possibly compound, and to choose the
most suitable approximating profile among a broad vocabulary of
curves.

Using a method based on the Hough transform offers also other
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benefits, like a relative robustness to noise and a good recognition
power also in the case of partial features. Our experiments on dig-
ital artefacts show the potential of the method, which can work on
both 3D meshes and point clouds.

2. Description of the method

The method we propose is suitable for extracting peculiar curves
from feature points of a given 3D model. To show its characteris-
tics we have applied it to the analysis of statue’s fragments, focus-
ing on some anatomical features (such as eyes and mouth), usu-
ally highlighted by the curator in the free form text notes. Anyway,
the method is general and could be applied to other cases (other
anatomical features, extraction of patterns, localization of decora-
tions).

We assume that the geometric model of the object is available
as a triangulated mesh with colour, since, nowadays, many sen-
sors are able to acquire not only the geometry of an object but also
its colours. Nevertheless, these working assumptions are not fully
needed by our methodology and can be weakened. The model’s
photometric features, which, if present, contain rich information
about the real appearance of objects (see [TWW01]), can be ex-
ploited alone or in combination with the shape properties for ex-
tracting the feature points set. However, if the model has no colour,
only the geometrical information will be used. Further, our method-
ology does not require any regularity of the triangulated mesh.
Good properties (like watertightness) are needed requirements of
the used software, though in principle our approach is able to han-
dle even simple point clouds. To this end, in our experiments (see
Section 3), when dealing with non optimal meshes or point clouds,
a preprocessing step will be adopted.

The methodology, also described through an illustrative exam-
ple (a scanned artefact of the STARC repository [STA], see Fig-
ure 1 (a)), consists of 4 stages that permit us to apply the Hough
transform to points instead of images. In the first step, the feature
points are characterized by means of geometric and/or photomet-
ric descriptors. The geometric properties can be easily derived us-
ing classical curvature functions, like minimum, maximum or mean
curvatures. Curvature quantities are computed and displayed using
the Matlab Toolbox Graph [Pey]. A representation of the maximum
curvature function computed on the model M is shown in Figure
1 (b). The photometric properties can be represented in different
colour spaces, such as RGB, HSV, and CIELab spaces. The fea-
ture points X of the model M are extracted by selecting the re-
gions at which these functions assume particular values (e.g high
maximal curvature and/or low minimal curvature and/or low lu-
minosity). In the second step, the selected vertices are divided into
smaller connected components using the DBSCAN (Density-Based
Spatial Clustering of Applications with Noise) method [EKSX96]
(see Figure 1 (c)). The next two steps apply to each computed com-
ponent. In the third stage, each subset is projected onto its best
fit plane, a not restrictive operation of our method, since the fea-
tures contour lines which we are interested to extract (like eyes and
mouth) locally present a well identifiable shape mostly defined by
planar curves. In the fourth step, each 2-dimensional set of feature
points is automatically approximated by a feature curve through
a generalization of the Hough transform technique (see [BMP13],

[MPCB15], [TB14]). With respect to the previous literature, the
application of the Hough transform to the projected 3D points is
novel and do not undergo to grid approximation of the coordinates
of the points. One advantage of this method is a larger family of al-
gebraic curves used to approximate the desired features, thus being
adaptive to approximate various shapes. In our “vocabulary” the
set of primitives includes many algebraic curves in addition to the
more common ones, like straight lines, circles, ellipses, parabolic
lines, etc. These curves can be exploited to detect for instance eyes
contours, pupils shapes and lips lines. Their equation are quadratic
(ellipses and circles) and linear (straight lines) and depend on 3
parameters at most. In the case of an eye feature, one interesting
family of algebraic curves is the so-called geometric petal [Shi95]
whose shape resembles, for particular values of the parameters, the
eye contour line. Applying our HT-based procedure to the family
of geometric petal curves (see Figure 1 (c)), we get a particular
instance of the family as shown in Fig. 1 (d).

(a) (b)

(c) (d)

Figure 1: (a) The model M of a Salamis terracotta fragment,
[STA]. (b) Values of maximum curvature on the model M. (c) Parti-
tion of the point set X into 60 coloured clusters applying DBSCAN.
(d) Feature points (in black) and their approximation with a geo-
metric petal curve (in red).

To grasp compound shapes, it is possible to use different curves.
For instance, to extract the eye shape in its entirety we can detect
a circumference and successively a geometric petal curve (see Fig-
ure 2 (a)), taking advantage of the circumference’s position and di-
mension for restricting the parameters space of the geometric petal
curve.

(a) (b)

Figure 2: Combined shapes: (a) a circumference and a geometric
petal curve detecting an eye; (b) a citrus curve with a line detecting
a mouth.

Another approach is to define a more structured family of alge-
braic curves starting from two or more simple families. This is the
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case of the mouth contour which can be detected combining a cit-
rus curve (a curve deriving from a sextic surface called the zitrus
(or citrus) surface) with a line. An example of this detection is rep-
resented in Figure 2 (b). This second approach has the clear advan-
tage of simultaneously detecting compound features with the in-
convenient of handling more complex families of algebraic curves
(that is, defined by higher degree polynomials).

3. Experimental results

The proposed methodology has been tested on a collection of
artefacts collected from the STARC repository [STA] and the
AIM@SHAPE repository [EC15]. Figure 3 contains images of the
chosen models: the models of cases A and B are taken from [EC15],
whereas the models of cases C, D, E and F are taken from [STA].

All the models, except model D, are available as triangulated
meshes; model D is given as a point cloud set. In the cases A, B
and C the colour is not available, so only the geometrical informa-
tion (via maximum and minimum curvature functions) is used to
extract the feature points set. In the remaining cases the geometry
is combined with the chromatic information. In all the cases, the
models position inside the 3-dimensional space is completely ran-
dom and a “best" view is artificially reported in Figure 3, columns 1
and 2, for reader’s convenience. Further, to lower the computational
costs, the number of vertices of the models original meshes is re-
duced using the MeshLab function Quadric Edge Collapse (with
texture) [Vis].

Experiments represented in Figure 3 are aimed to the extraction
of eyes. The contours of the two eyes are independently detected in
the cases A-D. An interesting phenomenon is presented by case D:
the values of one of the parameters of the geometric petal curves
are nearly the same, meaning that the two eyes heights are approx-
imately the same, whereas a difference can be noticed in the values
of the other parameter, which can be ascribed to the partiality of the
left eye. The left and right pupils are visible and independently ex-
tracted in the cases A and E: the parameters which makes sense to
compare are the circumference radii which are approximately the
same in each model. Due to faded colours, in models E and F the
left eye contours are difficult to be extracted: the geometric petal
curves obtained from the right eyes are used to properly recognize
the left eye shape (see Figure 3).

It is important to point out how close the parameters of the mod-
els E and F are, this suggesting that the proposed method could be
used to extract the parameters which characterize a style and that
may possibly be employed for eyes’ detection on other artefacts of
the same collection. As for the cases C and D, we observe that the
parameters are not comparable to each other neither to those of A
and B since the eyes dimensions are not uniformly scaled.

4. Conclusive remarks

This paper presents a novel method to identify features like anatom-
ical characteristics or decorations in digital artefacts or fragments,
even if the features are partially damaged or incomplete. The
method can be applied to fragments arbitrarily embedded in the
3D space with the only assumption that the features can be locally

projected on a plane. In this way, we have introduced a novel gener-
alization of the Hough transform applied to curves extracted from
a set of potentially significant points of the input digital model.
The major advantages of this method are the relative robustness to
noise, the recognition power in case of partial features and the fact
it deals with 3D meshes and point clouds. Another interesting point
is the possibility of recognizing compound features, as for the eye
contour and the pupil.
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Figure 3: Detection of eye contours and pupils on collection of artefacts collected from the STARC repository [STA] and the AIM@SHAPE
repository [EC15].
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