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Abstract

Video sequences can be a valuable source to document the state of objects and sites. They are easy to acquire and they usually
ensure a complete coverage of the object of interest.
One of their possible uses is to recover the acquisition path, or the 3D shape of the scene. This can be done by applying structure-
from-motion techniques to a representative set of frames extracted from the video. This paper presents an automatic method for
the extraction of a predefined number of representative frames that ensures an accurate reconstruction of the sequence path,
and possibly enhances the 3D reconstruction of the scene.
The automatic extraction is obtained by analyzing adjacent frames in a starting subset, and adding/removing frames so that the
distance between them remains constant. This ensures the reconstruction of a regularized path and an optimized coverage of all
the scene. Finally, more frames are added in the portions of the sequence when more detailed objects are framed. This ensures
a better description of the sequence, and a more accurate dense reconstruction.
The method is automatic, fast and independent from any assumption about the acquired object or the acquisition strategy. It
was tested on a variety of different video sequences, showing that a satisfying result can be obtained regardless of the length
and quality of the input.

Categories and Subject Descriptors (according to ACM CCS): Three-Dimensional Graphics and Realism [I.3.7]: —Digitization
and Image Capture [I.4.1]: —Vision and Scene Understanding [I.2.10]: Video analysis—

1. Introduction

The use of videos for the documentation of artefacts and heritage
sites is becoming more and more common. This is mainly due to
the fact that Unmanned Aerial Vehicles (UAVs) are now widely
available to the community. Despite a lower resolution with respect
to photos, video sequences are used not only for plain documenta-
tion, but also to obtain a 3D reconstruction.
This 3D reconstruction can be carried out directly from the video
sequence, by taking into account the continuity of data (using
SLAM or Visual Odometry approaches). Unfortunately, in the case
of long videos (more than 2-3 minutes), taken at high resolution
(i.e. fullHD), these methods tend to have very long processing times
and drift issues leading to error accumulation. Moreover, some as-
sumptions on the video capture (i.e. constant speed, presence of
detail) may limit the usability.
An alternative solution adopted by the community is to extract a
group of frames from the video and apply Multi-View Stereo ap-
proaches. These reconstruction methods were created for set of un-
calibrated images, and they are able to handle several hundred im-
ages. They are, however, not able to work on all the video frames,

and a selection of a subset of frames is always necessary.
The choice of the frames to be used is not an easy task: a bal-
ance between the amount of images and the quality of coverage
is needed, in order to avoid excessive processing times. This is usu-
ally obtained in an automatic way by extracting frames at fixed
intervals. This approach is fast, and it performs well in the case of
controlled acquisition (i.e. fixed speed, predefined and very regular
paths), but it is quite inaccurate in the general case.
A manual selection of frames makes it possible to obtain better path
and 3D reconstructions, but it is time consuming and relies on the
knowledge of the stereo matching algorithm, to understand in ad-
vance which are the best frames to extract a regular path and obtain
a complete reconstruction.
This paper presents a method to automatically extract an optimal
subset of frames from a generic video. The extraction is obtained
in an adaptive fashion: the user defines a "budget” of frames, which
is the maximum number of frames that should be extracted. Then
starting from an initial set of extracted frames, the method refines
the set by performing two steps:

• Regularization of path: the analysis of the variation in posi-
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tion and angle of view enables to regularize their distribution in
the context of the acquisition path. The method works in a iter-
ative fashion, trying to provide a similar distance value among
adjacent frames. The frame budget is preserved, creating a more
regular distribution of frames, and a better reconstruction of the
acquisition path.

• Frame set enrichment: once that the path has been regularized,
a second step gives the possibility to change the frame distribu-
tion trying to maximize the amount of matches that could lead
to an accurate sparse and dense reconstruction. This is achieved
by analyzing the amount of information of every frame that is
"preserved” by the subsequent one.

The selected frames can be used for the dense 3D reconstruction
of the scene. The method has been tested on a variety of video
sequences, including free-hand, underwater and UAV videos. The
main advantages of the proposed method are:

• Flexibility: the frame selection can be performed on any type
of video sequence, since no assumption is made about speed,
orientation and zoom.

• Speed: the method is able to generate a sparse reconstruction of
the scene, based on the selected frames, in a comparable time to
a subset extracted in an automatic way.

• Scene independency: the whole approach does not need a dense
reconstruction or an interpretation of the depicted scene. This
allows to deal with generic videos, and eventually to use it only
to extract a set of representative frames.

This kind of dataset optimization is particularly important when
working on the field, a common occurrence for Cultural Heritage
UAV surveys, where it is not always possible to have access to
servers, and a quick feedback on a freshly-acquired video sequence
makes possible an immediate evaluation of its usefulness. Addi-
tionally, especially in the case of cultural heritage sites, there are
lots of "archival" video sequences, that have not been captured for
the purpose of 3D reconstruction. A way to automatically extract
meaningful frame subsets could help in re-using existing datasets
for a new purpose.

2. Related work

Video sequences are a valuable source of information: several re-
search communities employ them in a variety of applications. Some
of them (i.e. tracking of rigid or deformable objects [LF05,SLL10])
may need the extraction of some information about the shape of the
scene.
Sparse (and recently even dense) 3D reconstruction is used by
SLAM and Visual Odometry approaches [YBHH15] in the context
of mobile robotics, to enhance free navigation of unknown envi-
ronments. Almost all the recent approaches use the principles of
Multiple View Geometry [HZ04], where the common features of
different frames are used to provide a 3D reconstruction of a scene.
Alternatively, the continuity of video data may be used to provide
3D information via optical flow [Zuc02].
More recently, dense 3D reconstruction from videos has been pro-
posed with the goal of having an accurate representation of the
scene. This was achieved by using ad-hoc stereo [BFR11] or omni-
directional [ZRTG12] cameras. However, the goal should be to be

able to have real-time 3D reconstruction using monocular videos.
This was proposed by several recent works, which rely on the fast
computation capabilities of graphic cards. They are based on a con-
current segmentation of the scene [KLD∗14], on the use of prob-
abilistic models [PFS14], or on the implementation of fast Struc-
ture From Motion (SfM) [ND10]. Generally speaking, these recon-
struction methods work in a similar fashion w.r.t. depth RGB-D
cameras acquisitions: the initial, rough model is refined while ad-
ditional data are provided by the video.
All of them take into advantage the continuity of the video, and they
work under quite strong assumptions: the movement of the camera
must be quite smooth, and the scene has to exhibit dense geometric
and texture details. Hence, it’s difficult to apply them when a totally
free-hand (or UAV) sequence is provided, or when the characteris-
tics of the acquired scene are not known in advance.
An alternative solution for this type of input is the use of the
Multi-View Stereo Matching approaches, which were created to
handle uncalibrated set of images. These approaches are based
on the principles of SfM: an initial step estimates relative cam-
era positions and provides a sparse reconstruction [SSS06], then
a dense reconstruction is calculated [FP10]. Several complete
systems [FLM∗15, RWFH12, MDDI16] and commercial software
[Agi10, Aut12] has been made available, and Multi-View Stereo
reconstruction is becoming a standard procedure for several appli-
cations, from Cultural Heritage to Forensics.
Nevertheless, using Multi-View Stereo on all the frames of a video
is clearly unfeasible, due to the non linear increase of processing
time w.r.t. the number of images. Hence, a selection of a subset of
frames must be done before the reconstruction. The selection of a
set of relevant frames (that was also studied to obtain representa-
tive images [CDWS04] of a video) may be crucial to be able to
reconstruct the path or the scene. Rachmielowski [RBJC08] pro-
posed a method for the creation of a coarse representation of the
scene, showing also the position of some frames of the video. This
could guide the user in choosing them for a detailed reconstruc-
tion. Huang [HHS08] used self-similarity to extract frames from
sequences of human movements. Xiao [XZYW06] performed the
same operation using a clustering approach.
The most similar work to our solution was proposed by Rashidi
[RDBV13] (and in a similar fashion by Ahmed [ADLH10]): the
relevant frames are extracted in an incremental fashion, by trying
to obtain a common average distance between adjacent ones. Nev-
ertheless, a final global regularization step is needed to better dis-
tribute the selected frames. Similarly, Park and Yoon [PY11] first
select ”superior features" (features which appear for a long period
in a video) and then use them to extract the best key-frames for 3D
reconstruction.
Xie [XWB∗15] perform a frame selection from acquisition of aerial
video sequences, taking advantage of additional information (Fly-
ing speed, Global position information, Frame rate) provided by the
aerial vehicle.

3. Description of the method

The goal of the proposed method is, given a video and a frame
budget, to extract an optimal subset of frames, with the aim of
being able to regularize the estimated video path and to maximize
the coverage and quality of the 3D reconstruction. This is achieved
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by fulfilling three stages: dataset pre-filtering, path regularization,
and dataset enrichment for 3D reconstruction. Each stage is
described in the next subsections.
The frame extraction aims at fulfilling a predefined frame budget,
that is the desired number of frames to be extracted from the video.
The reasons of wanting to stick to a frame budget are many: while
it may seem intuitive that the more images are used, the better is the
3D reconstruction, this is not completely true. The time required
to process a large image dataset increases exponentially, making
impractical to process more than 200 images on a "standard"
PC. Additionally, it is not true that "more is better", as the small
residual errors in the image calibration/orientation, in the case
of large photo datasets may produce more noisy reconstruction
with respect to smaller photo dataset. Analyzing these problems,
Rashidi [RDBV13] numerically evaluated that, in order to obtain
an adequate 3D reconstruction from a 25 frames/second video, the
number of extracted frames should be between 7% and 10% of the
total frames. So, even having access to extremely powerful servers,
the "brute force" approach is not effective, and a sensible selection
of frames is still the best available option.
When selecting the frames, we have two contrasting needs: obtain-
ing a dataset which is "regular all over” but also "denser where
it matters”. We then decided to spend the frame budget in two
steps. The proposed method firstly extracts from the video 75%
of the frame budget and regularize them (Path Regularization),
and the remaining 25% will be added in the third stage (dataset
enrichment).
Starting from all the frames of the video, we create an initial set of
frames by performing an initial extraction that is regular in time,
using a fixed frame interval which is calculated given the total
number of frames and the number of frames to be extracted (75%
of the budget).

3.1. Dataset pre-filtering

Given this initial choice of frames, we want first to ensure that each
frame is a good candidate for 3D matching. The goal of the pre-
filtering phase is two-fold: remove blurred frames and deal with
abrupt changes of point of view. The first issue has a strong impact
on the quality and robustness of reconstruction, while the second
one could impact on the reconstruction of the path. Since no in-
formation about the scene acquired and the path is available in ad-
vance, SIFT features are extracted on each frame of the first choice
set. Their variation will guide the selection of candidates to be re-
moved. The SIFT extraction has no impact on the processing time,
since sparse reconstruction will be calculated on the dataset (see
later).
The difference between the number of SIFT features of each frame
with respect to the previous one is calculated. Given the range of
SIFT features available in the dataset (difference between the max-
imum and minimum number of features found), if the difference
is bigger than 40% of the range, the frame is marked as a candi-
date for removal. The abrupt change in SIFT number usually oc-
curs in two cases: when the frame is blurred (since the number of
extracted SIFT decreases), or when the framed scene changes very
fast. Every problematic frame detected in this way is removed, and
replaced with two frames obtained by regularly subdividing the two

neighbor frames intervals. This local increase of frames is aimed at
better covering these problematic parts of the path.
It would be possible to detect out-of-focus frames using other im-
age analysis methods, based on contrast factor, or frequency de-
composition. However, some of those calculation are not com-
pletely scene-independent, may require longer time to compute
and, by using SIFT, we are also addressing other irregularities (like
sudden changes of view-direction). Moreover, we are using the
same kind of data that is used by the structure-from-motion algo-
rithms, making this detection more specific towards the use for 3D
reconstruction.
Figure 1 shows two examples of frames selected in the pre-filtering
phase. Given the graph of the SIFT found in every extracted frame,
the first abrupt change of features number is associated to a fast
change of point of view, while the second is related to a single
blurred frame. In both cases, the frames are removed and two addi-
tional frames are added to "fill the hole”.

Figure 1: Two examples of frames selected during the pre-filtering
stage. Top: the graph of the number of SIFT extracted for each
selected frame. Left: a frame associated to an abrupt change of
position and direction of view. Right: a blurred frame.

Depending on the dataset, other filtering criteria may also be
added, to find problematic frames. For example, over/under -
exposed frames are a common problem in videos taken using a
drone, and can be easily recognized and removed, substituting the
bad frames with neighbors that do not present that type of issue.

3.2. Path regularization

Once that the possibly problematic frames have been removed, the
second stage aims at regularizing the path, obtaining a sampling
which is not regular in time but regular in space, equalizing the
spatial distance and facing angle between frames.
While it is possible to have a drone following a very specific path,
with constant linear and angular speed, this is not the general case.
Manually controlled flying/underwater drones are subject to accel-
erations/decelerations, they may stay still in a position, and com-
bine different types of motions at the same time. For these reasons,
a set of frames that is regular in time, will not provide a regular
coverage of the spatial information contained in the video, result-
ing in a poor 3D reconstruction.
In order to regularize the set, we need to define a distance between
the frames, that takes into account both the translation and the rota-
tion of the point of view between the two. To have this, we need to
estimate the camera position and orientation in each of the frames
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Figure 2: An example on the first iterations of the Path Regularization stage. The example is the path Dwarf, see Figure 8

of the set: this is exactly the first step of the structure-from-motion
reconstruction.
A sparse reconstruction of the path is calculated on the initial frame
set, providing an estimation of the path and of the relative posi-
tion/orientation of adjacent frames (see Figure 2). This reconstruc-
tion may be achieved in many ways: by using one of the many
commercial software available (like Photoscan) or a scriptable open
software (like VisualSFM), or by implementing the basic sparse re-
construction steps (SIFT extractions, matching, camera estimation
and bundle adjustment) in MatLab.

From this estimate of the path, the distance between subsequent
frame is calculated as follows:

d = α∗dd +(1−α)∗da (1)

where dd is the Euclidean distance between the estimated
view-positions of the cameras associated to the two frames, and
da is a distance based on the angle av between the estimated
view-direction of the cameras associated to the two frames. Hence,
the defined distance value accounts both for changes in position
and changes in facing direction.
The distance dd between the view-positions is linear and straight-
forward to understand. The angle distance da (Equation 2) is
slightly more complex, as we used a thresholding scheme because
we wanted to highly penalize camera couples with a wider
angle difference (and ignore small view-direction changes). This
because SIFT matching is extremely vulnerable to changes in
view-direction above a certain threshold, and extremely resilient
to small angle changes; the values of a1 and a2 have thus be set,

according to the known strengths and weakness of SIFT matching,
respectively at π/18 and π/6.

da =


0 av ≤ a1

av−a1
a2−a1

a1 < av < a2
1 av ≥ a2

av ∈ [0,π) (2)

It’s possible to change the value of α to assign a different weight
to the components of d, if the characteristics of the video do require
to give more emphasis to view-position or view-direction distance.
In all the examples shown in the paper, α was set to 0.5 .
Once that the relative distance among adjacent frames has been
calculated, path regularization can start. The aim of this stage is to
try to obtain a constant distance between adjacent frames, trying to
maintain the amount of starting frames.
The distance values are ordered, and the values above the 80th
percentile distance d80 are chosen as candidates for splitting. For
every frame is chosen for splitting, new frames between is and is−1
are added to the list. The number of new frames is the minimum
needed to split the distance associated to is into segments which
are smaller than the average distance of the whole set. For every
frame added during splitting, the frame with the lowest distance
ir is chosen for removal. A frame is removed only if the distance
between ir−1 and ir+1 is lower than d80. Similarly a consecutive
frames set ir, ..., ir+l can be removed at the same iterative step only
if the distance between ir−1 and ir+l+1 is lower than d80.
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For every new frame in a splitting operation, a frame in a removal
operation is needed.

Figure 3: Some representative frames of the San Silvestro 2 se-
quence

The regularization is applied in an iterative way: after all the
frames above the 80th percentile have been considered, a sparse
reconstruction is calculated on the new frame set (see Figure
2). The time needed for this operation is shorter than the first
reconstruction, since only the new frames have to be matched with
the original ones. After the reconstruction, the splitting/removal
process is launched again, and the procedure is iterated until no
splitting or no removal is possible.
The convergence is obtained usually after three or four iterations
(see Figure 2). The regularization procedure enables to have a
proper distribution when the camera moves at different velocities:
Figure 4 shows the regularization of the path of sequence San
Silvestro 2 (Figure 3). The frames in the last part of the video,
where the UAV had a higher speed, are better sampled after
the regularization procedure. In addition, the reconstructed path
appears smoother, and some wrongly estimated loops are removed.

3.3. Frame set enrichment

Once that the path has been regularized, the final stage aims at in-
creasing the number of frames in order to have a better coverage of
the object of interest of the video sequence.
Unfortunately, if no prior information about the path or the scene
is known, even when performing dense reconstruction it may be
difficult to understand which part of the scene would need more
frames. Some effort in this direction has been done in the field of
Multi-view reconstruction [DCCS13].
Nevertheless, the proposed method plans to deal with generic
videos. Hence, the frame set enrichment is obtained by analyzing
the amount of detail that is preserved from one frame to the other.
Given two frames ii and ii+1, a value

R = Si−Mi+1 (3)

is calculated. Si is the number of SIFT features with high sharpness
and definition (this is obtained by filtering peaks of the DoG scale
space that are too small), and Mi + 1 is the amount of matches

between ii and ii+1. If R is large, this means that a high number of
interesting features was detected in frame ii, but many have been
lost in frame ii+1.
Given that the path has been previously regularized (so it’s
impossible that the features disappear because of the vehicle
acceleration), this might be related to two conditions: the video
is observing a feature-rich object, but it’s moving in a direction
which is different from the direction of view, or the camera is very
near to a feature-rich object (the threshold on sharpness of features
accounts for this). In both cases, it is necessary to add frames
between ii and ii+1 in order to be able to reconstruct (or just to
better visualize) further details.

The frame set enrichment inserts new frames between the
couples which exhibit the highest R value, until the defined frame
budget is obtained. Also this stage can be applied iteratively, by
adding a subset of the missing frames, re-calculating the sparse
reconstruction, and using the new R values to add new frames.
Figure 5 shows the frame set enrichment for San Silvestro 2 (Figure
3) sequence. In this case, most of the frames where a higher value
of R is calculated are related to portions of the path where the UAV
was near to the object of interest, or approaching it from a slanted
angle.

4. Results

The proposed method has been tested on a variety of types of
video, including UAVs, free-hand and underwater. We will show
the results obtained in some of them.
This section is divided in two parts: in the first one, the results
of the path extraction on some examples are shown, taking into
account not only the quality of the paths, but also the processing
time needed to obtain them.
The second part focuses on the impact on 3D reconstruction, using
also examples where a reference 3D model was available.

4.1. Path extraction

Path extraction is not necessarily just a preliminary step for 3D
reconstruction. The estimation of the path and the extraction of
a balanced set of frames may be crucial for documentation and
analysis.
A perfect example is the sequence that we choose as underwater
case-study (see Figure 6). The video was acquired using a ROV
(Remotely Operated underwater Vehicle): it is very long (nearly
30 minutes), has a low image resolution (frames are 697x482), and
it provides an overview of two adjacent groups of amphorae. It is
important to point out that this video has not been shot with the
idea of performing a 3D reconstruction.
The vehicle was driven handly, its trajectory is tortuous, it turns
over itself portraying the same spot several times, swings or
remains perfectly still for minutes. Portrayed objects have very
similar shapes and are often occluded by fishes or obscured
by aquatic turbidity. The archaeological analysis of the site by
simply watching the video is complicated by the total absence of
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Figure 4: An example of path regularization, sequence San Silvestro 2. Normalized values of distances di are mapped into colors from blue
to red. Every numbered frame is colored with the associated distance color value respect to its previous. After two iterative step we observe
a more dense space sampling for path areas related to drone acceleration. On the contrary a number of frames from oversampled regions
with a large amount of dark blue dots (small distance between frames) are deleted. The higher density of frames in some parts of the initial
path is related to gusts of wind that forced the drone floating on the same position. (Figure 3).

reference points, users might lose orientation very easily and it’s
difficult determinate the exact positioning of amphorae. In this
peculiar case provide a meaningful representative photo survey of
the site or perform a 3D reconstruction might significantly help
archaeologists work.

Nevertheless, the reconstruction of the path is very important, in
order to associate the video sequence to the other data (maps, 3D
reconstructions, images). The extraction of a good representative
set of frames (combining the coverage of the whole path with the
detail framing of the object of interest) also makes easier to assess,
at a glance, the content of a long video without having to view it
completely.
In Figure 7 the reconstruction of the path before and after regular-
ization (using 350 frames) is shown. The most important outcome
is the correction of the wrongly estimated path for the first frames,
but a better sampling of frames in all the path is also clearly ob-
tained.
Other examples on other datasets have been proposed in previ-
ous sections (see Figures 2 and 5). Table 1 shows an overview of
the performances of the sparse reconstructions obtained using our
method, and using a frame set obtained by extracting the same num-
ber of images with a fixed time interval. All the processing was per-

formed on a i7(4 GHz) 8-core PC with 32Gb RAM and a GeForce
GTX770 Graphic Card, using VisualSfM tool [Wu11]. Regarding
the processing time, the amount of seconds needed for the extrac-
tion of best subsets is only slightly bigger. This is due to the fact
that the reconstruction has to be performed several time, but the
time needed for every iteration is smaller because only a few new
images have to be analyzed and matched. Additionally, the amount
of matches obtained in the final reconstruction show not only that
the path and the coverage are better, but also that the quality of reg-
istration is higher. This is shown also by the number of matches that
were generated by 3 or more images: these matches are the ones
used as a starting point for dense reconstruction. A higher number
of matches generated by 3 or more images usually denotes a more
"robust” reconstruction.
The main limitation in terms of path analysis and regularization
may be in the case of abrupt changes of direction of view. For ex-
ample, when a rotation of 180 degrees is performed in a short time,
it may be possible that the entire path could not be reconstructed,
because the camera parameters estimation may fail. This could hap-
pen at any stage of the refinement, due to the non coherent behav-
ior of sparse reconstruction approaches even in the case of similar
datasets. In this case, a higher weight on the angular component of
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Figure 5: Frame set enrichment on San Silvestro 2 3 sequence.
Top: histogram of the R value for all the frames of the path. Mid-
dle: histogram of the 50 frames selected for enrichment. Bottom:
visualization of the sequence path, with the corresponding areas
where most of the enrichment was applied.

Figure 6: Some representative frames of the underwater sequence

Equation 1 may fix the issue. Otherwise, it’s also possible to split
the path in one or more sub-paths.

4.2. Dense 3D reconstruction

The purpose of the proposed frame extraction method is not only
to extract a regularized path, but also to possibly provide the best
subset to obtain an accurate dense reconstruction.
We tested the method on several sequences, using also some
on which a reference 3D model (obtained via triangulation 3D
scanning) was available. In particular, two sequences (AraPacis
and Dwarf, see Figure 8) have a reference 3D model. They
were acquired using a smartphone, so the quality of the video
is average. The dense reconstruction procedure (obtained using
Photoscan [Agi10] tool) was applied on two sets of frames of the
same size, one extracted with a fixed time interval, and the other

Figure 7: Reconstruction of the path of the underwater sequence.
During its approaching to the archaeological site the ROV trav-
eled with a higher speed. In the initial set an insufficient number
of frames are extracted along the first part of the path and the re-
construction algorithm fails in providing a good estimation of the
trajectory. After the regularization, with a more uniform frame dis-
tribution along the path we obtain the correct ROV trajectory.

obtained using our procedure.

Figure 8: Some representative frames of the AraPacis and Dwarf
sequences

The results of the reconstruction are shown in Figure 9 and 10.
The AraPacis (which has a size of 1.2m x 1.5m) reconstruction
provided errors w.r.t. the reference in the order of 15mm maximum.
Figure 9 shows that the distribution and amount of error in the cloud
obtained with our method is lower and better distributed w.r.t. the
reconstruction obtained with the trivial frame extraction method.

In the case of Dwarf (29 cm height, Figure 10) reconstruction,
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Table 1: Overview of the performances of our method w.r.t. Fixed Time Interval. he last four columns compare the global performances of
the methods.

Our method Fixed Time Interval
Sequence
(Tot. frames)

Starting
frames

Proc
Time (s)

Regularization
Changed frames

Regularization
Proc Time (s)

Enrichment
Frames/Time(s)

Total
Time (s)

Points
generated (3+) Time (s) Points

generated (3+)
Dwarf (1920x1080) 8
3770 frames 100 169 25/13/11/4 45/23/19/7 30/54 317 6507 (4829) 259 6611 (4464)
Ara Pacis (1920x1080) 8
3799 frames 100 192 21/30/15/8 43/61/30/17 30/63 406 19483 (14720) 343 18538 (13529)
Ventotene (697x482)
29967 frames 6 300 4960 103/46/33 412/191/132 50/230 5925 92429 (56277) 5830 93998 (57181)
San Silvestro 1 (1920x1080)
9850 frames 11 150 2120 32/16/10 286/146/91 50/558 3201 99329 (86619) 2540 92497 (76771)
San Silvestro 2 (1920x1080)
11075 frames 3 150 2080 47/12 560/105 50/575 3320 65554 (53960) 2430 54293 (42130)

Figure 9: Quality of dense reconstruction from frame set extracted from video. Each row shows: a snapshot of the reconstructed point cloud,
and a mapping of the difference of reconstructed point w.r.t. the reference model

the quality of reconstructed cloud is not completely satisfying.
The main improvement in the use of selected frames is the
reconstruction of the lower part of the nose of the statue, that gets
lost using the fixed time interval extraction.
Finally, Figure 12 shows an example of dense reconstruction of
the San Silvestro 1 (Figure 11) sequence, calculated on a dataset
extracted with fixed time interval, and with the frames selected
by our method. Our method leads to the reconstruction of a
bigger area, and to the removal of some matching errors (i.e.
reconstruction of the sky). Additionally, the area of interest is
represented by a larger amount of points.

One of the main limitations in terms of 3D reconstruction from
videos is represented by the resolution of acquisition, which is usu-

ally lower than the one of an uncalibrated photographic dataset.
This brings to a limit to the final quality of the reconstructed clouds,
and it is one of the reasons why, especially when dealing with
UAVs, the users prefer to mount a digital camera and take pho-
tos using fixed time intervals. However, the proposed method may
be applied also on photographic sets acquired as above, where ev-
ery image could be treated as a frame, and the selection of the best
subset of images may be extracted starting from an arbitrary subset.
Experimenting on such types of dataset could lead to clearer results
regarding the improvements in dense reconstruction.

5. Conclusions

In this paper we presented an automatic method for the refinement
of the extraction of frames from a video, for the purpose of path and
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Figure 10: Quality of dense reconstruction from frame set ex-
tracted from video. Each row shows: a snapshot of the recon-
structed point cloud, and a mapping of the difference of recon-
structed point w.r.t. the reference model

Figure 11: Some representative frames of the San Silvestro 1 se-
quence

3D reconstruction. Given a frame budget, the method starts from an
initial set of frames and it refines the extraction by trying to equalize
the distance between adjacent frames. Finally, additional frames are
put in the portions of the video where more detail can be extracted
from the images.
The method proves to be able to regularize and improve the recon-
struction of the video path, and to be able to extract a highly rep-
resentative set of frames. Additionally, it may help improving the
3D data when dense reconstruction is applied. Given the fact that
the path estimation is applied on a smaller number of frames, and
that 3D reconstruction is not needed during the frame selection, the
method is able to provide the optimal set of frames in a short time
and regardless of the typology of video or path.
Some improvements, in addition to the ones related to the limi-
tations described in previous Section, may be devised. Additional
control on the trajectory may help in a further regularization of
paths: for example, procedures to recognize and eliminate small
loops, or small local "hovering" movement of the camera. A way to

recognize the main area of interest of the video survey, possibly in
an automatic way using the detected SIFTs or some image saliency
method, or even exploiting a minimal user input, could help to ob-
tain a more focused extraction.
A major improvement could be the possibility to deal with multiple
video sequences of the same scene, in order to have a global frame
extraction method. However, this may need the implementation of
more "global" matching and camera estimation, with the necessity
of longer processing time and hardware resources.
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Top row: our method is able to remove wrong matches and reconstruct a bigger area. Bottom row: the points density of the object of interest
is higher using the frames extracted by our method.
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