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Figure 1: The web-based application allows users to interactively explore Grad-CAM explanations of segmentation networks. Users can
(a) upload images, (b) choose a class for which the explanation is calculated, (c) choose single pixels or areas in the predicted segmentation
mask to calculate the explanation, and (d) choose the convolutional layer for which the Grad-CAM is calculated. The (e) pixel importance
shows the resulting Grad-CAM as a heatmap, which users can leverage for their analysis. The example of a mushroom segmentation shows
that the network focuses mainly on the border pixels of the mushroom cap to segment the cap. Input image adapted from [S∗22, Vis18].

Abstract
Explanations of deep neural networks (DNNs) give users a better understanding of the inner workings and generalizability of
a network. While the majority of research focuses on explanations for classification networks, in this work we focus on explain-
ability for image segmentation networks. As a first contribution, we introduce a lightweight framework that allows generalizing
certain attribution-based explanations, originally developed for classification networks, to also work for segmentation networks.
The second contribution is a web-based tool that utilizes this framework and allows users to interactively explore segmentation
networks. We demonstrate the approach using a self-trained mushroom segmentation network.

CCS Concepts
• Human-centered computing → Visual analytics; • Computing methodologies → Image segmentation;

1. Introduction

Image classification networks usually deliver one classification re-
sult for their input. In contrast, segmentation networks result in
one classification for each pixel of the image (i.e., the output is of
the form imgHeight × imgWidth × nChannels, where nChannels
corresponds to the number of classes). Due to this difference in
architecture, it is not straightforward to take existing explanation
methods—originally created for classification tasks—and apply
them to segmentation networks. Previous work by Vinogradova et
al. [VDM20] shows how the common explainability method Grad-
CAM [SCD∗17] can be adapted to also work for segmentation net-
works. Having attribution-based explanations—usually provided in

form of heatmaps—is important for better understanding deep neu-
ral networks (DNNs). However, static explanations alone are insuf-
ficient for gaining a deeper understanding of the inner workings of
such networks. Therefore, our contribution is twofold:

• We propose a lightweight framework that can be used to adapt
segmentation networks in a way that makes them resemble clas-
sification networks. Many of the existing explanation techniques
can then be applied to the adapted segmentation network.

• We present an interactive tool that facilitates the exploration of
attribution-based explanations for image segmentation networks.

To demonstrate our approach, we present example outputs of the
tool with a self-trained mushroom segmentation network.
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2. Related work

Segmentation networks are usually based on fully convolutional
networks (FCN) [LSD15], which have been improved over the
years to generate finer and more accurate results [NHH15,
RFB15, ZSQ∗17, GWX∗19]. A large body of research addresses
attribution-based explanation methods in the domain of image clas-
sification [SVZ14,ZF14,BBM∗15,SCD∗17], which are used to ex-
plain the importance of regions in the input image to the prediction.
Previous work [HMK∗19,VDM20] adapted such attribution-based
methods and applied them to image segmentation networks to gen-
erate static explanations. Although there is work on interactive ex-
ploration of image segmentation networks [FMH16, JSO19], these
do not allow the exploration of attribution-based explanations.

3. Methods

This section gives details about our approach to adapt segmentation
networks and how we use this approach in an interactive tool for ex-
ploring the generated explanations. A simple use case that analyzes
the architecture of a segmentation network trained on mushroom
images can be found in the supplementary materials.

Figure 2: Sample image overlaid with its predicted mask (top
left) and corresponding Grad-CAM explanations for each class of
a mushroom segmentation. All pixels of the corresponding class
were averaged and the resulting value was used for calculating the
Grad-CAM. Input image adapted from [S∗22, Vis18].

3.1. Segmentation network adaptation

Vinogradova et al. [VDM20] presented a method that enhances
Grad-CAM explanations to also work for segmentation networks.
We propose a more general approach that does not adapt a
specific explanation technique, but instead transforms a trained
segmentation network to resemble the architecture of a classifi-
cation network. We believe that with this approach many image
classification explanation techniques can be also used for image
segmentation networks without the need of adapting them. To bring
a segmentation network in a form that resembles a classification
network, the output shape of the network has to be reduced to give
only one classification result instead of one result per pixel.
To achieve this, we could just use a global average pooling layer
that calculates the average value for each channel, which carries
the segmentation result for one particular class. This new network
already resembles the architecture of a classification network,
and could already be used with existing explanation techniques.

However, with this approach users are not able to specify which
part of the segmentation output they want to investigate. We
address this limitation by adding a custom layer that can be applied
on top of the final segmentation layer of a network. This custom
layer takes a binary mask as parameter, which indicates the regions
of interest, and multiplies it with the output of the segmentation
network. We implemented an example of this approach with
TensorFlow [AAB∗15] available at https://github.com/
ginihumer/segmentation-explanation-adapter.
Using TensorFlow’s multiply and global average pooling func-
tions, we manage to maintain a derivable model that can also
be used for gradient-based explanation methods. A comparison
of results using our approach versus the approach proposed by
Vinogradova et al. [VDM20] can be found in the supplementary
materials.

3.2. Interactive tool

We present an interactive web application that builds on top of
the framework introduced in Section 3.1. The tool allows users to
upload images (see Figure 1a) showing their predicted segmenta-
tion mask and the corresponding Grad-CAM explanation (see Fig-
ure 1e). Users are then able to select either a whole class (see Fig-
ure 1b), which automatically creates a binary mask that activates
all pixels predicted as this class as shown in Figure 2, or users
can directly select pixels (see Figure 1c) in the visualization that
shows the segmentation mask. For segmenting the mushroom cap,
the network seems to mainly look at the edge-pixels of the cap, as
can be seen in Figure 2. Interestingly, although there are no gills
visible in the image, the network seems to expect them to occur
directly under the cap. For the volva, the explanation suggests that
the network mainly locates it by identifying the stem. As a final in-
teraction, users can select the convolutional layer (see Figure 1d) of
the segmentation network, for which the Grad-CAM is calculated.
This enables users to also explore the architecture of the network
(see supplementary materials for an example).

4. Limitations and future work

We believe that the tool is a valuable addition to current research
on image segmentation explanations. However, so far we tried
our proposed approach with Grad-CAM only. Other explanation
methods—originally created for classification—have to be inves-
tigated and it has to be verified that they work as expected with
the proposed approach. To increase the usefulness of our tool, we
plan to integrate the option to upload custom models. Furthermore,
the tool is currently limited to TensorFlow models. Potential ar-
eas of future work in this context include enabling the application
of models from other machine learning frameworks. Additionally,
user studies could be conducted to validate our approach over vari-
ous use cases.
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