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Figure 1: From 2D/3D tangible/virtual representations to tangible brushing in a mixed reality environment.

Abstract

Exploratory visual analysis helps scientists and domain experts gain insight into complex data sets. Tangible visual analysis
can be used to bring interactive data exploration to non-expert users, such as visitors in science museums (or similar settings).
Collaborative possibilities make it attractive for experts users, as well. We present a preliminary work on tangible brushing for
visual analysis in a mixed reality environment. Mixed reality devices, such as Microsoft HoloLens, are blurring the barriers
between the real and virtual environments. We can take advantage of these new technologies to provide a mixed reality based
system for tangible visual analysis. We describe the main idea, the design principles, and the prototype development.

Categories and Subject Descriptors (according to ACM CCS):

1.3.6 [Computer Graphics]: Methodology and Techniques—

Interaction techniques H.5.2 [Information Systems]: Information interfaces and presentation (e.g., HCI)—User Interfaces H.3.3
[Information Systems]: Information Storage and Retrieval—Information Search and Retrieval

1. Introduction

Exploratory visual analysis is a well established methodology used
to gain insight into large and complex data sets [TC05]. Coordi-
nated multiple views (CMV) [Rob07] is a key technique for such
analysis. The main idea is to use different views to depict data
attributes and allow users to select some data items in one view
(brushing) to be highlighted in all other (linked) views. Unfortu-
nately, the CMV systems are usually tailored for expert users. Un-
derstanding complex interplay of various dimensions in multidi-
mensional data is not trivial. We show how this interplay can be
explored to help non-experts to comprehend various phenomena.

Mixed reality (MR) environments are well suited for tangible vi-
sual analysis because the user interface can enhance the real world
environment with virtual constructs and leverage embodiment and
context awareness [GES™ 14, Kir13, KHT06]. New MR technolo-
gies (e.g., Microsoft HoloLens) can augment the user experience
and provide affordances for brushing by allowing the user to de-
fine the context using semantic representatives (virtual/tangible
and 2D/3D). We introduce a concept of tangible brushing for ex-
ploratory analysis in a MR environment using tangible (seman-
tic) representatives for data dimensions (Figure 1). Manipulation
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of representatives selects a subset of data providing to users imme-
diate feedback and a powerful support in data comprehension. We
use the cars data set [Qui93] to illustrate our approach.

Tangible user interfaces [Fis04, SH10] have been used on table-
tops, in learning environments [BDG*04], in virtual environments
and augmented reality (AR) applications, for example [KGS*06].
Virtual reality (VR) and AR/MR technologies [BRO5] are be-
coming more affordable and thus more accessible to general
users. Tabletop tangible objects can be used to interactively query
a database [LADI4, JSK*15] or for interactive data visualiza-
tion [JSTK*16] and information visualization [STSD10]. They
have a great potential to improve accessibility and help people with
special needs [ZI12] or to retrieve relevant information in a tourist
spot [CDJGO02]. We need to better understand challenges when it
comes to developing MR applications. Tominski et al. [TGK* 14]
provide a survey of Interactive Lenses in visualization.

The Facet-Streams [JGZ*11] are the closest to our approach.
The main difference is that they use generic tokens (disks) for a
query and augment it on a tabletop surface. While they identify a
small subset of items matching specific criterion we focus on in-
sight into large data sets, We use self descriptive semantic tokens,
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2D/3D tangible or virtual representatives (Figure 1, first five im-
ages), that users can directly manipulate (e.g., to define range con-
straints). The novelty is the integration of a flexible tangible user
interface and a visual analysis tool within a mixed reality environ-
ment. A 2D tangible representative (marker) has the associated 3D
virtual representative. A 3D virtual representative can be used in
connection or without the corresponding tangible representative.

2. Approach

Unlike traditional graphical user interfaces (WIMP paradigm), tan-
gible user interfaces are not well integrated. There is a cognitive
and contextual gap due to the space separation between the user
input and display. Various modalities of tangible inputs (e.g., AR
markers, smart objects) must be integrated with a display within
the user interface space. Visually overlaying tangible input with
visual analysis display within the same space must address issues
such as occlusion, limited embodiment and limited user interface
space. We have to move beyond the 2D displays and 2D represen-
tatives to leverage benefits of embodied interactions. MR devices
with integrated cameras and environment mapping capabilities can
provide support for flexible 3D tangible and 3D virtual represen-
tatives. The developed system combines tangible input space with
visual analysis display space (CMV tool, Figure 2) into a coher-
ent and consistent MR space. The information about position and
relationship between attribute representatives is mapped to a logi-
cal query representing a brush. The brush description is sent to the
CMYV tool and displayed in the linked views.
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Figure 2: ComVis CMV tool [MFGHOS].

We use Unity3D and Vuforia [PTC17] with attribute represen-
tatives to specify composite brushes. The requirement is that the
representatives are semantically close to the dimensions they rep-
resent. The user can be offered a large set of identically sized rep-
resentatives, a smaller set of representatives of different sizes, or
a control representative to specify values. Specifying high horse-
power is different in each case; a user either uses a number of
identical horsepower representatives, one representative of particu-
lar size, or directly sets the value using the control representative.

Selection of one constraint, such as high horse power, is easy.
However, in order to gain a full comprehension of data, composite
brushing is needed. For example, we need to select cars with high
horsepower and medium weight. We also need other Boolean oper-
ators, OR and DIFF. All these operators should be easily combined.
Based on representatives position on the screen we have to clearly
interpret what the user wants to specify.

Figure 3: Tangible composite brushing in MR: the CMV and 3D
virtual representatives are superimposed over the real world view.

We rely on proximity following the Gestalt laws of group-
ing [Roc97] and interpret representatives close to each other as
combined using AND, and representatives far apart as intended to
be interpreted as OR. The superimposed CMV tool linked views
are displayed on a computer monitor or on a Microsoft HoloLens
device (thus adding the context of the surrounding physical envi-
ronment). The user can interactively modify the brush and observe
the results without switching the context and view.

Figure 3 shows an example of tangible brushing using 2D repre-
sentatives (annotated by the corresponding 3D virtual representa-
tives) and the outcome of creating and modifying a tangible query
— from simple to composite brushes. The CMV tool linked views
include parallel coordinates (top left), scatter plot (top right), at-
tribute range view (bottom left) and histogram (bottom right), We
first select the horse power attribute (dashed red rectangle, top left)
We then specify the range of values of horse power using the con-
trol representative (green dashed rectangle, top right). The selection
appears in the CMV tool views (yellow and orange brushing). We
repeat the process for miles per gallon (red dashed rectangle, bot-
tom left) and weight representative (green dashed rectangle, cen-
ter) resulting in a composite brush, logical OR, of three attributes.
We then bring two tangible 2D representatives together (red dashed
rectangles) resulting in a composite brush, logical AND of miles
per gallon and horse power attributes. The AND brush (miles per
gallon and horse power) is then combined in logical OR with the
weight representative. The weight attribute representative (green
dashed rectangle, center) is selected and the control representative
(green dashed rectangle, top right) is used to set the range from
1621 to 3855. The CMYV tool linked views are updated accordingly.

3. Conclusions

Exploratory visual analysis is a powerful tool. The complex user in-
terfaces represent a main obstacle in making the exploitative visual
analysis available in public installations. Tangible user interfaces,
and their virtual counterparts, delivered using MR, could bringing
visual analysis to a wider audience. The presented idea and the ini-
tial results show a great potential. We plan to evaluate the proposed
approach in a case study that includes several data sets. It is im-
portant to investigate possible different preferences in virtual and
tangible 2D/3D representatives.
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