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Abstract
Virtual Reality applications are very complex. 3D modelling and scene authoring is very time consuming and
requires expertise in computer sciences. A further problem are the advanced Virtual Reality hardware setups,
which have to be planned, configured and maintained. PolyVR is a Virtual Reality authoring system that allows
the user to dynamically create immersive and interactive virtual worlds. The created content is abstracted from the
hardware setup, allowing a flexible deployment even on complex distributed visualization setups. The hardware
setup configuration is dynamic, it can be changed while the virtual world is running. This includes viewport
management, tracking systems and other Virtual Reality technologies such as haptic devices. Scene authoring is
realised through manipulation and configuration of the scenegraph nodes as well as through Python scripting for
dynamic and interactive content. Python bindings provide access to all built-in features of PolyVR. It allows for a
powerful and highly flexible way of interfacing with external libraries or other resources, and is a very intuitive
language with a low learning curve.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism —Virtual Reality

1. Introduction

The importance of Virtual Reality (VR) is growing, not only
in research institutes, but also in gaming, education and in-
dustry. Novel VR devices and technologies targeted at the
mass market started to appear in 2006 with the Wii Re-
mote [Lee08]. This means affordable hardware for gamers,
students and hobby-developers, but also for schools, uni-
versities and small and medium enterprises (SME). The
major hardware developments are in visualization devices
like TVs, which have bigger screen diagonals and passive
stereo, and interaction devices like the Wii Remote, Mi-
crosoft Kinect [Zha12] and leap motion [WBRF13] with
many more having been announced. Another important nov-
elty are the omnidirectional treadmills, such as the Omni
[Omn] or the Virtualizer [Vir], that recently appeared on the
market. They are likely to greatly impact navigation and in-
teraction paradigms in applications.

Simultaneously to the hardware becoming more afford-
able, reliable and efficient, the market for new devices grows
in gaming, research and industry. This calls for more ma-
ture software packages to ease the development of applica-
tions making use of these VR technologies such as track-
ing, novel interaction devices and distributed visualizations.

There are new markets to be explored in the field of SMEs,
due to lower investment costs for VR technologies. A lim-
iting factor that cripples the adoption of VR in SMEs is the
complexity of VR hardware setups. Not only do they have
to be designed and configured, but also maintained, which
results in significant costs. A further factor is the content
management. Real world data is difficult to readjust for a
real time and interactive applications. Real time oriented 3D

Figure 1: Child immersed in a virtual world
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modelling and scene authoring is very time consuming and
requires broad expertise in computer science with a partic-
ular focus on computer graphics. Gathering this know-how
would require excessive time investments, while purchasing
it as a service is both a costly and an unsustainable solution.

Fostering the development of VR technologies for enter-
prises is thus an important topic. The maintenance of VR
hardware and equipment has to be possible without much
training. The enterprise needs to have a good perspective
for its VR investments. A solution has to be extensible and
sustainable. This means simple workflows to integrate any
new data, robust interfaces and intuitive VR systems with
flat learning curves.

VR in education is also an important and growing field.
New didactic approaches have to be developed for virtual
worlds. These would open many possibilities to teach com-
plex concepts in a more visual, interactive and intuitive
ways, especially for STEM subjects (fig.1). A further, more
challenging task than using VR for teaching purposes would
be giving the students a hands-on experience of working
on VR projects and developing VR applications themselves.
The time available for this is limited and the more of it the
students need to learn how to use the software tools them-
selves, the less they have to work on the actual projects. Fur-
thermore, establishing continuity in the development cycles
of the said VR projects, allows the students to work on their
projects in the following semesters or for next generations
of students to work upon the bases built by their predeces-
sors. To achieve the continuity it is important to refactor the
projects in between semesters. The drawback is that refac-
toring student code is very time consuming.

Using VR in research comes with some additional re-
quirements for the VR system. Extensibility with complex
interfaces is very important, e.g. when dealing with numer-
ical simulations. The produced sets of data are often very
large and complex, just as the reuse of real-time optimiza-
tions for visualization and interaction is very difficult yet
equally important.

This paper describes how the VR authoring system
PolyVR addresses the following needs:

• Flexible and efficient VR hardware management
• Novel VR authoring tools with low learning curves, suit-

able for educational purposes
• Mechanisms to foster sustainability and efficient reuse of

solutions

The system is described in combination with examples from
research, industry and student projects within the context of
virtual engineering.

2. Related Works

To create virtual worlds one needs to prepare the content,
add the game logic and deploy the software on advanced VR

hardware setups. There are different approaches to build-
ing such applications. A low-level approach is to use C++
libraries such as game engines, scenegraphs and VR de-
vice libraries. Famous examples for this are the open source
projects VRJuggler [BJH∗01], OpenSceneGraph [BO04]
and OpenSG [Rei02]. VRJuggler is a virtual platform li-
brary, which allows one to hide the details of the VR hard-
ware setup, such as clustering, VR devices and tracking. It
has to be combined with scenegraph libraries, like Open-
SceneGraph or Ogre3D [Ogr], to develop a complete ap-
plication. OpenSG is also an example of a scenegraph li-
brary, but with a focus on clustering and threading as well
as numerous advanced features used for VR applications.
OpenSG by itself is enough for developing VR applica-
tions, with only small libraries for communicating with VR
devices having to be added. PolyVR is heavily based on
OpenSG. These libraries are very performant and flexible.
The drawback is that using them directly is both very time
consuming and requires a significant degree of expertise in
software programming and VR technologies. An individual
lacking this know-how would have to make a significant time
investment to achieve even the basic goals such as setting up
a C++ project. For student projects, this would also mean
that the supervisor would have to put in a significant amount
of effort into refactoring the project, for example for the next
students that have to work on it. This makes reuse difficult.

There are also higher level solutions. Among them
are scene authoring tools with GUI and VR capabilities.
BlenderCAVE [PQTK13] and MiddleVR [Mid] are exten-
sions for the well-known 3D modeller Blender and the 3D
engine Unity. Both VR extensions are quite recent and have a
somewhat limited amount of features. Furthermore, the per-
formance is not as good as that of VRJuggler or OpenSG.
The complexity is also quite high, because the extensions
are built upon other sophisticated tools and are not very well
integrated. There are also dedicated tools for VR applica-
tion development like COVISE [Wie95] and 3DVia Studio
Pro [Stu]. They are quite advanced, but have some important
drawbacks. COVISE is already comparatively old and the
rendering is outdated. 3DVia Studio Pro is very expensive
and leads to a vendor lock-in due to the the inability to port
the code written for it. Both tools are not open and thus do
not present sustainable solutions, at least for the academic
environment.

3. Concept Overview

Past experiences with the deployment of the aforementioned
VR tools in the areas of research, projects, industry projects
and teaching led us to the conclusion that an effective VR
solution would have to meet the following requirements:

• VR content has to be abstracted from the hardware setup
it runs on.

• The hardware configuration, monitoring and maintenance
has to be very time-efficient.
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Figure 2: PolyVR software architecture

• The procedure for creating a new virtual world has to be
quick and should not require any obscure project configu-
ration on behalf of the user.

• The feature, logic and interaction implementation should
be dynamic. No compilation and starting steps should be
needed.

All of the above has been implemented in PolyVR. The soft-
ware has a graphical user interface that allows the user to
configure the hardware setup dynamically and does not re-
quire application restarts after each change. The VR content
creation GUI is clearly separated from the hardware con-
figuration. No project configuration needs to be performed
by the person creating a virtual world as PolyVR comes
with a wide range of functionality for immersive and interac-
tive virtual worlds. The use of external libraries is possible
through Python. PolyVR comes with an integrated Python
interpreter and editor. These scripts allow to dynamically
create and modify the world’s logic, without the need for
compiling and restarting the world for testing.

4. Solution and Software Architecture

An overview of the software architecture is depicted in fig.2.

4.1. Scenegraph

The backbone of any Virtual Reality authoring system is
the scenegraph. Scenegraph libraries like OpenSceneGraph,
Ogre3D and others are widely used in research and indus-
try. They have different focuses depending from their ori-
gin. Most of them offer similar scenegraph functionality as

well as other features, often used for handling content man-
agement and rRendering. PolyVR uses the OpenSG library.
OpenSG focuses on clustering and threading, which makes
it ideal for any Virtual Reality application in distributed vi-
sualization setups.

4.2. Scripting

Static content defines most of a virtual world. While it is
computationally cheap, it is important to put a significant
portion of projectâĂŹs resources into content creation. It
is equally important to bring the world to life and to allow
the user to interact with it. Dynamic content like animations
and game logic, but also physics and other simulations, have
to be developed and configured. A considerable amount of
work results from fine tuning every parameter to get the de-
sired results. Fig.3 shows a script that configures a complex
mechanism from parameterized gear and thread primitives.
An integral concept behind the creation of PolyVR is to
simplify and accelerate this process significantly. Scripting
is an important feature that allows us to dynamically cre-
ate and configure logic, functionality within and interactions
with the virtual world. Python is supported for accessing the
scene content and integrating features, like animations, in-
teraction and physics. GLSL, HTML and CSS are also sup-
ported. GLSL allows the user to write his own vertex, ge-
ometry and fragment shaders. HTML and CSS can be used
to write web pages hosted by PolyVR. This is especially in-
teresting for interacting with the virtual world from a mobile
device or from a web browser. HTML and CSS are also used
to design web sites and render them with WebKit to textures
that can be placed in the virtual world itself. URI strings can
be converted to QR code textures to allow an intuitive and
simple way to connect to PolyVR.

4.3. Advanced Features

This section describes some of the more advanced built-in
functionality of PolyVR. It can be accessed and configured
using solely scripts written in Python. The physics engine
Bullet [C∗06] is well known for simulating collision detec-
tion, soft and rigid body dynamics. It is the basis for realistic
behaviour of dynamic objects in a virtual world. An impor-
tant concept is the use of paths and stroke objects that allow
one to generate a mesh by extruding a profile along the paths.
Paths are defined by 3D points that can be Bezier interpo-
lated. They are also used for the camera flights or logistic
simulation. PolyVR comes with a simple logistic simulation
that can be used for virtual production lines. Another simu-
lation in the engineering field is the mechanism simulation.
With its help complex mechanisms build from gears, threads
and chains can be brought to life. These are a part of the
basic parametric primitives of PolyVR. CGal [FGK∗98] has
also been integrated in order to be able to construct even
more complicated objects. CGal allows one to easily com-
bine primitives using boolean operations. This is also called
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constructive solid geometry and is a basic module of CAD
modelling.

New features are added with each project. The integra-
tion method is clean and easily extensible. All of the fea-
tures are written in C++ with Python bindings. This allows
for a sustainable workflow, easy testing of functionality and
thereforethus an efficient maintenance of old features.

4.4. Hardware Cconfiguration

A VR hardware setup has three types of components:, track-
ing systems, input devices and displays. PolyVR supports
the DTrack [ART] and VRPN [TIHS∗01] protocols for
most VR interaction devices and tracking systems. OpenSG
comes with the windows and viewports, which can be con-
figured dynamically in PolyVR as seen on fig.4 and 6. The
preferred way to allow mobile devices to control a PolyVR
application is by accessing a website hosted by PolyVR.
HTML, CSS and Javascript can be added to and edited as
scripts within a project. Built-in examples are provided, such
as a simple navigation or a keyboard for text entry in VR. A
QR Code generator is integrated and allows to generate tex-
tures that can be placed anywhere in the virtual world. This
is a comfortable way to encode URLs for the users, which
allows them to easily connect to the application.

5. Applications

Applications developed with PolyVR have been deployed on
various hardware setups. One advanced setup is for instance
a CAVE environment with the dimensions of 5m x 2.6m x
2m and a combined total of 12 million pixels. The render-
ing cluster consists of seven nodes with Quadro 4600 cards.
Tracking and interaction devices are from ART. Other setups
consist of 3D TVs, with active or passive stereo, and HMDs.
Interaction devices like the leap motion have been used with
the VRPN protocol. Haptic devices have also been used with
the API and devices from Haption [Hap].

Figure 3: Embedded Python editor with a script for a mech-
anism simulation

Figure 4: Dynamic CAVE display configuration

A project that makes use of the mechanics simulation is
a virtual prototype of a cyber floor simulator (see fig.3). It
is a device that allows natural walking without moving in
space, similar to a treadmill but more flexible for two direc-
tions. The device essentially mimics a consistent floor, while
keeping the user’s center of mass in the middle of the device.
What differentiates this prototype from other concepts is that
the user is not sliding on a low-friction surface, as is the case
with the Omni or the Virtualizer. A prototype will have to be
constructed to validate the concept. Another project is a vir-
tual factory (see fig. 6 and 5). Real CAD data of a production
line is integrated with the logistic simulation, dynamic meta
information and animations of the material flows.

PolyVR currently is used for a practical course [HHO13]
that features two sustainable student projects, a driving sim-
ulator and the so-called energy experience lab. The driving
simulator is a mixed reality setup (fig.7) with a real car in-
terface, built into a Smart Fortwo. The vehicle is situated in
front of a powerwall with ART tracking. The carâĂŹs in-
terior has not been altered. The students have reverse engi-
neered the CAN bus gaining access to most of the car inputs
and indicators, such as the speedometer and the tachome-
ter. The virtual world is a chunk-based generated world us-

Figure 5: Virtual factory with logistics simulation
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Figure 6: Three sided CAVE

Figure 7: Student project driving simulator

ing the OpenStreetMap system as seed data. This allows the
user to drive through huge worlds that heavily correlate with
the real one. The energy experience lab is a set of sensors
and actuators for public buildings, accompanied by a 3D TV
with a virtual representation of the building. The focus of
the project is on data visualization, monitoring and control
for energy efficiency in public buildings.

6. Future Works

PolyVR has reached a certain level of maturity with regard
to basic scene authoring and VR features. A more advanced
feature that will be implemented is an efficient multiplayer
feature based on the OpenSG clustering capabilities. The
goal is to enable the fusion of the content running on mul-
tiple instances of PolyVR from different locations and on
different hardware setups. Another feature is using the GIT
API as a version control system for the project. This will add
the possibility to browse the project history, create and man-
age branches and thus greatly enhance the reusability and
sustainability of the development work. Future long-term de-
velopment will take place in the field of virtual engineering
and be geared towards the vision of a comprehensive virtual
factory modelling and simulation, including product devel-
opment, production planning and monitoring.
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