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Figure 1: The leftmost image shows the particle positions of the SPH simulation. Two phases are discernible (red and blue). The
two center images show the isosurface that separates the two phases. The surface extraction is based on the kernel function that
was used in the underlying simulation. The rightmost image shows a surface that was extracted using the method of Onderik
etal. [OCDI11]. The magnifications in the two images to the right show a case where the two methods create different surfaces.

Abstract

We present a GPU-accelerated visualization application that employs methods from computer graphics and vi-
sualization to analyze SPH simulations from the field of material science. To this end, we extract the isosurface
that separates the stable phases in a fluid mixture via the kernel function that was used by the simulation. Our
application enables the analysis of the separation process using interactive 3D renderings of the data and an ad-
ditional line chart that shows the computed surface area over time. This also allows us to validate the correctness
of the simulation method, since the surface area can be compared to the power law that describes the change in
area over time. Furthermore, we compare the isosurface that is based on the simulation kernel with an established
method to extract smooth high-quality SPH surfaces. The comparison focuses on demonstrating the applicability
for data analysis in the context of material science, which is based on the resulting surface area and how well
the two phases are separated with respect to the original particles. The evaluation was carried out together with
experts in material science.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Ge-
ometry and Object Modeling—Boundary representations, J.2 [Computer Applications]: Physical Sciences and
Engineering—Chemistry

1. Introduction manufacturing conditions. In the preparation process, the
so-called phase inversion plays an important role. If a ho-
mogeneous fluid mixture separates into two stable phases, it
is called phase inversion. One way to describe phase inver-
sion is to use the Cahn-Hilliard equation [CH58], which is
a fourth-order partial differential equation for diffusive mass

Polymer membranes are widely used in chemical engineer-
ing applications such as in battery systems. They are semi-
permeable, thus allowing only one specific substance to pass
through. To develop and improve membranes it is recom-
mended predicting the morphology in dependence of the
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transport. We discretize it with the Smoothed Particle Hy-
drodynamics (SPH) method [HHS™14]. For simplicity, we
consider a binary, isothermal, incompressible, and equimo-
lar fluid mixture to validate the dynamics of 3D simulations.
In general, SPH particles move on their trajectory. In this
special case, the momentum per particle is constant and the
particles are fixed at their initial positions. Therefore, we
only solve the transport equation for the concentration of
one component. Nevertheless, the position of the interface
between two phases changes in time. Therefore, the analysis
of surfaces should also be accurate for moving particles.

We present a visualization application that allows us to an-
alyze the membrane morphology for three-dimensional SPH
simulations. Our application interactively visualizes the un-
derlying phase separation process. This allows us to visually
analyze the morphology of the simulated membrane. For a
qualitative and quantitative analysis, we compute the total
area of the extracted surfaces. The development of the sur-
face area over time is plotted in a line chart. This line chart
can also be used to verify the simulation method by compar-
ing it to an analytic power law that describes the decrease
of the surface area for the specific phase separation. We also
compare two established surface extraction methods for SPH
simulations. The comparison of the respective surface areas
allows us to assess the applicability of the two surface ex-
traction methods for SPH. Our application was developed in
close contact with collaborators working in the field of ma-
terial science to satisfy their requirements.

2. SPH Basics

SPH is a Lagrangian, particle-based, and mesh-free simu-
lation method. Originally developed for astrophysical prob-
lems [GM77], the relevance of SPH in engineering science
is steadily increasing [Mon12]. In SPH, a quantity A(X) is
computed by interpolation of weighted quantities A(x) in a
space Vj, using the weighting function W.

Ax)= [ AXW(hx—x")dx', (1
Vi
where £ is the smoothing length. The kernel function W used
in this paper is a Wendland kernel. In the discrete formula-
tion of Eq. 1, each particle represents one element of fluid.
A transition to discrete formulation leads to

Ax) = Y LA W (hyxij). ©)
7 Pi

x;j is the distance between particle i and j. m; and p; are
mass and density of particle j. We choose the Wendland
kernel with a smoothing length & = 1.55Ly (Lg is the ini-
tial particle spacing), which is a good choice regarding ac-
curacy and performance according to [Mon12]. The Wend-
land kernel is an ideal candidate for SPH smoothing ker-
nels [DA12]. For a more detailed discussion of the SPH sim-
ulation method, we refer to [Mon12].

3. Related Work

In the context of rendering surfaces of particle-based (SPH)
simulation data, different surface extraction methods have
been proposed. Miiller et al. [MCGO03] defined the surface
using a weighted density field of the particles. However,
their approach tends to produce bumpy surfaces. Zhu and
Bridson [ZBO05] used a distance field to achieve smooth
surfaces. Since this method can produce artifacts in irreg-
ularly sampled regions and between isolated particles, So-
lenthaler et al. [SSP07] and Onderik et al. [OCD11] pro-
posed modifications to solve this issue. Recently, Yu and
Turk [YT13] have presented a technique based on a density
field that uses anisotropic kernels to produce smooth sur-
faces. To speed up these computationally expensive meth-
ods, Akinci et al. [AIAT12] presented methods for the opti-
mization and parallelization that work with common surface
reconstruction techniques. The aforementioned methods fo-
cus on the extraction of smooth, visually pleasing surfaces
for fluid simulations.

In the context of simulation visualization for analysis,
Schindler et al. [SFWPI11] introduced marching correc-
tors, a variant of the marching cubes algorithm. Kolb and
Cuntz [KCO5] generated a uniform density volume of the
particles on the GPU and used point sprites for rendering.
Goswami et al. [GSSP10] presented a CUDA-based SPH
simulation. They visualized their simulation results by cre-
ating a distance field from the particles and rendered it us-
ing GPU-based algorithms. Fraedrich et al. [FAW10] pre-
sented a method to visualize very large SPH simulations us-
ing an adaptive view-dependent discretization of the simu-
lation domain to sample the particle densities. In the work
of Molchanov et al. [MFR*13], a feature-rich interactive
framework for the analysis of SPH simulations in the appli-
cation area of astrophysics was described. Besides rendering
point-clouds of the simulated data, they use a splatting tech-
nique to represent isosurfaces. In contrast to these methods
that focus on the visualization of the SPH simulation, we
also want to verify the simulation based on the surface area.

4. Algorithms & Implementation

In this section, we briefly explain the two methods to extract
SPH surfaces that we compared.

For the SPH simulation we use a Wendland kernel func-
tion. For visualization, we weight the particles with this ker-
nel function and compute a density field that represents the
simulation data. The resulting density p at point P € R? is

o T 2 (D)), o
J

where r = HPfP il|» P; is the position of particle j, and
the smoothing length & = 1.55L¢. If » > h, particle j does
not contribute to the density p at point P. That is, only
neighboring particles within the cutoff radius of 24 = 3.1L
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contribute to p(P), as in the simulation. We implemented
the computation of the density volume using CUDA. Each
point P in the density field (that is, each voxel) has a lim-
ited neighborhood that is defined by /4. For m voxels, the
density p can be computed in O(m). Since p of each voxel
can be computed independently of all other voxels, the com-
putation is embarrassingly parallel. All particles are sorted
into a uniform acceleration grid with a grid spacing equal
to h. For each voxel, only 3 x 3 x 3 grid cells have to be
evaluated to find all neighboring particles P; : ||P -P ]H <
h. Our implementation is based on the work of Krone
et al. [KSES12], who presented an optimized CUDA imple-
mentation that uses a Gaussian density kernel. Their method
is available in the open source software VMD [HDS96] and
includes an optimized CUDA marching cubes implementa-
tion (see [KSES12] for details).

As an alternative definition of the SPH surface, a method
based on the approach of Zhu and Bridson [ZB05] is used.
The idea is to calculate a scalar value at a given point P by
measuring the distance to a weighted sum of the neighboring
particle centers P. As discussed in [SSP07] and [OCD11], it
is possible that the weighted centers are located outside of
the desired surface, which can lead to extensive visual arti-
facts. Therefore, we use the modified implicit surface defini-
tion of Onderik et al. [OCD11]:

o(P) = [P—C(P)|| - Rf(P), Q)

where R controls the distance of the surface to the bound-
ary particles. The weighted sum of the neighboring particle
centers is calculated using normalized particle averages with

o) = L PiW (IP—Pj|.h)
SRRTA(T N

where w; is determined using the SPH interpolation of the
positions of the particles’ neighbors and the polynomial
smoothing kernel W (r, ) = (1— (r*/h%))? is used. Further-
more, R is multiplied with a decay function f(P) as defined
in [OCDI11] to eliminate further artifacts. The isosurface is
also extracted using marching cubes.

. )

The total surface area of the extracted isosurfaces is
computed by summing up all individual triangle areas. An
overview of related, more advanced methods can be found
in [DCM13]. For each simulation frame, the surface area is
plotted over time in a 2D line chart (see Figure 2).

5. Results & Discussion

We measured the performance of the CUDA implementa-
tion that computes the Wendland kernel density volume us-
ing four SPH simulations of increasing size. The test system
was an Intel Core i7 (3.6 GHz) with 32 GB RAM, and an
Nvidia GTX Titan (6 GB VRAM). Table 1 shows the re-
sults of our measurements for two different volume reso-
lutions (grid cell length Ly and Ly/2). Please note that, al-
though all frames are processed once at startup to get the
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Figure 2: Screensot of our application showing an SPH sim-
ulation of 1 o° particles. The line chart to the right shows the
area of the extracted surface over time.

Figure 3: Fluid simulation comprising 800k particles (sim-
ulation of the impact of a free jet). The left image shows the
particles as spheres, the right image shows the extracted sur-
face using the Wendland kernel.

values for the line chart, the resulting meshes are not stored.
That is, the whole computation pipeline is executed for each
rendered frame in order to keep the memory requirements
low. Therefore, the user can select any frame for visualiza-
tion or view an interactive animation of the simulation with-
out precomputation. As all computations run in real-time, it
can also be used to analyze or monitor a running simula-
tion. Figure 3 shows a typical fluid simulation comprising
800k particles. The frame rates are slightly lower than for
the largest data set in Table 1, since the volume has a much
higher resolution due to the large, unoccupied areas. Mod-
ern SPH simulation methods can simulate over 40M parti-
cles (e.g. [ICS*13]). Here, not only the computation speed
but also the GPU memory becomes a limiting factor. Our
method could, however, be trivially parallelized for multi-
ple GPUs (e.g. a compute cluster) by dividing the data set
into uniform bricks. Only particles within the cutoff radius &
would have to be replicated between bordering instances.

We did not measure the performance of the surface def-
inition based on the distance field [OCD11], since our cur-
rent implementation runs on the CPU. It can be implemented
analogously to the density volume computation, since it also
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Table 1: Performance measurements (all timings in millisec-
onds). #P is the particle count, #A is the number of surface
triangles, tp denotes the time to upload all particles P to the
GPU, sort them into the acceleration grid, and compute the
density p, tyc is the calculation time for the marching cubes
and its surface area. The overall performance (computation
+ rendering) is given in averaged frames per second (fps).

#P Volume Size #A to tuc  fps

125k 50x50x50 ~50k 10 2 67

99%99x99 ~170k 16 4 37

250k 63x63x63 ~150k 15 339

125x125%125  ~650k 31 8 18

500k 79%79%x79 ~300k 27 4 22

157x157x157  ~1.3M 59 12 9

M 100x100x100  ~650k 53 6 11
199x199%199  ~25M 119 18

considers only a neighborhood of particles for each voxel.
However, we anticipate that it would reach a slightly lower
performance due to the higher computational cost.

We compared the surface area based on the Wendland
kernel with the analytical function that describes the power
law. The growth rate of the area corresponds satisfactorily
to the power law. The relative discretization error stemming
from the lower grid resolution is negligible (~ 1073). Fig-
ure 4 shows a line chart with the surface areas of the four
simulations plotted over time and the power law for refer-
ence. We also compared the surface based on the Wend-
land kernel with the alternative surface based on the distance
field. As observable in Figure 4, the distance-based method
(dashed red curve) closely matches the corresponding area
of the Wendland kernel (black curve). Consequently, it also
satisfies the power law. That is, both methods can be used
for a qualitative analysis of the SPH simulation data of our
project partners. However, the results for the two surfaces
differ by about 1% of the total surface area in some cases.
Thus, the deviation of the distance-based method is too high
for a quantitative analysis in some cases. Furthermore, the
distance-based methods constructs surfaces that do not ex-
actly represent the simulation in some cases. Figure 1 shows
an example where this is the case, even though the overall
surface area differs by less than 1%.

Our visualization application enables the validation of the
SPH simulations developed by our collaborators from ma-
terial science. It also allows them to visually analyze the
morphology of the simulated membranes. Our collaborators
were very pleased with the results and the possibilities for
simulation verification and data analysis.

6. Summary & Future Work

We presented an interactive visualization application for
SPH simulations. Our application is tailored to illustrate the
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Figure 4: Surface area over time for different particle num-
bers using the volume computation based on the Wendland
kernel (both axis have logarithmic scale). The decrease of
the area adheres to the power law for all simulations (dashed
black line). Note that the larger data sets were simulated
over shorter periods. For 125,000 particles, the chart also
shows the curve for the alternative surface based on the dis-
tance field (dashed red curve).

phase separation in a fluid mixture. The density contribu-
tions of the SPH particles are sampled on a grid and an iso-
surface is extracted. Since the visualization uses the same
density function as the simulation, it faithfully depicts the
simulation results. A line chart shows the surface area over
time. By extracting the surface area, we were able to verify
the correctness the phase separation simulation of our col-
laborators, since the area has to adhere to a given power law.

Furthermore, we compared this density-based surface to a
method that was designed to extract a smooth, visually pleas-
ing surface of a SPH simulation [OCD11]. We were specifi-
cally interested in the suitability of the this method for data
analysis. The alternative method sometimes extracts slightly
different surfaces than the density-based method. However,
against our expectations, the surface area has a low error rate
and adheres to the aforementioned power law. It can, there-
fore, be used for qualitative analysis. For quantitative analy-
sis, though, the density-based surface is preferable.

In the future, we want to extract and visualize addi-
tional characteristics of the simulated material. One example
would be to compute the percolation rate of the membrane
using a Reeb graph or centerline extraction. We also want to
investigate the feasibility of other high-quality SPH surface
extraction methods for scientific analysis.
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