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Abstract
In addition to the manuscript, the supplemental materials document contains to two tables with details about our taxonomy of
DOI (degree-of-interest) functions. The overal taxonomy is split into two parts by the primary distinction criterion, i.e., data-
based and model-based DOIs. Both tables in this document (for data-based an model-based DOIs) contain more details about
sub-categories of the taxonomy and references to techniques and implementations. Along these lines, a third level of depth is
introduced reflecting important leaves of the hierarchy, i.e., concrete DOIs. This hierarchy level is encoded with standard font,
whereas the inner branches of the taxonomy are dyed bold.
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Data-Based DOIs Description Surveys & References

Clustering
Single Clustering

Cluster Characteristics
Centroid Distance
Cluster Crispness
Cluster Size Deviation

Cluster Compactness
Cluster Variance
Dunn’s Index Compact.
Silhuette Compactness

Cluster Separation
Other Centroids Distance
Dunn’s Index Separation
Silhuette Separation

Committee Results
Centroid Distance
Cluster Crispness
Cluster Variance
Cluster Compactness
Cluster Separation

Density
kNN-Based
epsilon Neighbor Count
epsilon Neighbor Distances
Spatial Balancing

Outliers
kNN-Based
Outlier Analysis Model

DOIs based on the results of clustering algorithms
DOIs based on the result of a single clustering algorithm
DOIs based on characteristics of relations of instance to
Distance to (nearest/winning) cluster centroid
Crispness: how clear an instance can be assigned to a single cluster
Difference of a cluster’s size compared to the average cluster size
DOIs based on within-cluster compactness (lower values are better)
Within-cluster variance / intra-cluster variance
Dunn’s Index: maximum within-cluster distance
Silhuette Index: average within-cluster distance
DOIs based on between-cluster separation (higher values are better)
Accumulated distance to all other clusters
Dunn’s Index: minimum distance to nearest other cluster
Silhuette: Average distance to nearest other cluster
DOIs based on the results of multiple clustering algorithms
Accumulated distances to (nearest/winning) cluster centroids
Accumulated crispness scores of multiple clustering results
Accumulated within-cluster variances / intra-cluster variances
Accumulated cluster compactness scores of multiple clustering results
Accumulated cluster separation scores of multiple clustering results
DOIs based on the local data density in the vicinity of an instance
Accumulated similarity of k nearest neighbors
Number of neighbors in ε-region of an instance
Relative distance to neighbors in ε-region of an instance
Proximity of an instance to a set of given instances (training data, data coverage)
DOIs based on outlier detection
k nearest neighbors are used to assign outlier scores
Outlier score based on an upstream outlier analysis algorithm

[Jai10]
[HBV02]
[HBV02, BZL∗18]

-
[HBV02]
[STMT12]
[HBV02]
[Dun74]
[Rou87]
[HBV02]
[HBV02]

-
[Dun74]
[Rou87]

-
-
-
-
-
-
[BZL∗18]
[BZL∗18]
[BZL∗18]
[BSB∗15, BZL∗18]
[RRS00, CBK09]
[RRS00, BZL∗18]
[KN98, BKNS00, CBK09]

Table 1: Data-based classes of degree-of-interest (DOI) functions. Inner branches of the taxonmy are encoded with bold font. Clustering-
based, density-based, and outlier-based branches constitute the primary distinguishing characteristics for data-basd DOIs.
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Model-Based DOIs Description Surveys & References

Uncertainty
Least Significant Confidence
Smallest Margin
Entropy

Relevance
Most Significant Confidence

Spatialization
Class Relations

Class Characteristics
Class Centroids Dist Margin
Class Size Deviation
Class Borders

Class Compactness
Class Centroid Similarity
Dunn’s Index Compactness
Silhuette Compactness

Class Separation
Class Centroids Distances
Dunn’s Index Separation
Silhuette Separation

Neighbor Relations
Neighbor Votes

Vote Cardinality
Vote Entropy
Simpson Diversity
Winner Vote Count

Neighbor Probabilities
Probability Distance
Kullback Leibler Div.
Jensen Shannon Divergence
Kolmogorov Smirnov Dist.

Neighbor Prob. Aggregation
Least Significant Confid.
Smallest Margin
Entropy

Committees
Votes

Vote Cardinality
Vote Entropy
Simpson Diversity

Probabilities
Probability Distance
Kullback Leibler Divergence
Jensen Shannon Divergence
Kolmogorov Smirnov Dist.

DOIs based on probability distributions for instances assigned by the classifier
High interestingness if probability of most confident class is low
Score depending on the difference in probability between first two most confident classes
Score is based on the Entropy of the class distribution
DOIs based on the probability distributions for instances assigned by the classifier
High interestingness if probability of most confident class is high
DOIs based on spatial information and relations between high-dimensional data
DOIs based on relations of instances to class characteristics (centroids, spread, etc.)
DOIs based on uncertainty caused by class spatialization
Smallest margin of distances to centroids of the winning and second most likely class
Difference of a class’ size compared to the average class size (fosters balancing)
Likelihood of instances to be at the outbound of a class
DOIs based on within-class compactness (lower values are better)
Distance of instances to the centroids of winning classes
Dunn’s Index: maximum within-class distance
Silhuette Index: average within-class distance
DOIs based on between-class separation (higher values are better)
Probability-weighted distances to centers of non-winning classes
Dunn’s Index: minimum distance to nearest other class
Silhuette Index: average distance to nearest other class
DOIs based on neighbor instances
DOIs based on the diversity of winning class labels (votes) of k nearest neighbors
Number of different votes among the k nearest neighbors
Entropy of votes
Simpson’s Diversity index of votes
Number of votes of the most voted class
DOIs based on the comparison of probability distributions among k-NN
Euclidean distance to neighbors’ probability distributions
Kullback-Leibler divergence of neighbors’ probability distributions
Jenson-Shannon divergence neighbors’ probability distributions
Kolmogorov-Smirnov test neighbors’ probability distributions
DOIs based on aggregated probability distributions among k-NN
High interestingness if probability of most confident class is low
Score depending on the difference in probability between first two most confident classes
Score is based on the Entropy of the class distribution
DOIs based on a committee of classification models
DOIs based on the diversity of winning class labels (votes) of the committee
Number of different votes among the k nearest neighbors
Entropy of votes
Simpson’s Diversity index of votes
DOIs based on the divergence of probability distributions proposed by the committee
Euclidean distance to neighbors’ probability distributions
Kullback-Leibler divergence of neighbors’ probability distributions
Jenson-Shannon divergence neighbors’ probability distributions
Kolmogorov-Smirnov test neighbors’ probability distributions

[Set12]
[Set12]
[WKBD06]
[VPS∗02]
[Set12]
[SC08]

-
[STMT12]
[BZL∗18]

-
[Dun74]
[Rou87]

-
[Dun74]
[Rou87]

-
[Sha48]
[Sim49]
-

-
[KL∗51]
[FT04]
[Kol33, Smi48]

-
-
-
[SOS92, Set12]
[SOS92, Mam98]
-
[Sha48]
[Sim49]
[Set12]
-
[KL∗51]

[Kol33, Smi48]

Table 2: Model-based classes of degree-of-interest (DOI) functions. Inner branches of the taxonmy are encoded with bold font. Uncertainty-
based, relevance-based, spatialization-based, and committee-based branches constitute the primary distinguishing characteristics for model-
basd DOIs.
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