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Abstract

Conducting and reporting evaluation studies has become more and more popular over the last few years in the
information visualization community. A big challenge is to describe such studies in a way such that the investi-
gations are repeatable and comparable with other studies. This not only includes the description of methodology,
tasks, and procedure of the study but also information about the participants — including the reasons for their
selection — to make the work reproducible and to assess its validity. In this paper we give a short overview about
our research that we conducted in the past to show in which context and situations which types of test persons

(e.g., students or experts) were considered.

Categories and Subject Descriptors (according to ACM CCS): H 5.2. [Information Interfaces and Presentation(e.g.,

HCI) ]: User Interfaces—Evaluation/Methodology

1. Introduction

Reproducibility of research results is an important aspect of
scientific research in many different areas [IIC*13]. To attain
reproducibility, different procedures have to be followed in
different disciplines. In social sciences and the experimental
areas of Human-Computer Interaction (HCI), reproducibil-
ity implies that various aspects of the experimentation pro-
cess are reported in great detail so that investigations can
be repeated easily and readers are able to assess their valid-
ity without any problems. Such aspects might be, for exam-
ple: hypotheses investigated, methods of investigation, de-
scription of the sample, details of the procedure of the study
(e.g. where was an investigation conducted, how much time
did it take, etc.), tasks used in the investigation, methods of
analysis, and results. It is well known that such details are
often lacking in evaluation studies in information visualiza-
tion [[IC*13].

One important issue in such a reporting procedure is the
sample used for the investigation. Investigations in HCI and
information visualization often use students as participants.
There is an ongoing controversial discussion about this is-
sue (cf. [BD06]). In general, it is seen as problematic to use
students as extensively as is currently the case. On the other
hand, it is well accepted that it is difficult to convince experts
to take part in comprehensive evaluation studies. In addition,
it is not advisable to use some kinds of study methods with
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experts. Experts might, for example, be offended if they have
to solve long series of challenging cognitive tasks. On the
other hand, such tasks might provide researchers with im-
portant insights into cognitive processes. Therefore, it is an
open question whether to use experts or students for evalu-
ations in information visualization. This question is also re-
lated to other important aspects of experimental processes.
As mentioned above, some kinds of tasks and methods are
not appropriate for testing experts.

In this paper, we discuss research we conducted in the
past to clarify the conditions where it is more appropriate
to use experts or students for the evaluation of information
visualizations.

2. Analysis of Previous Research Work

We conducted several studies concerning the application
of information visualizations in the medical domain, partly
with physicians as participants and partly with students. We
also conducted a study to compare the results of physicians
with those of students [RAM™* 11b]. This study indicated that
the differences between the results of experts and of stu-
dents were not highly significant. The most obvious differ-
ence was that students took more time to interact with the
system and therefore identified more usability problems than
the physicians. Students were slightly more favorable con-
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cerning novel visualizations and interaction techniques, but
this result was not very pronounced. All other results indi-
cated that there were no differences between students and ex-
perts. We did not analyze the insights gained with the tools.
We expect that in this area the differences would have been
really significant, but as far as usability problems were con-
cerned the differences were negligible.

We also conducted a larger study of another system in the
medical domain [RPW*07] in which the sample only con-
sisted of students. Therefore, we were able to investigate a
larger number of participants (32 students). The students got
an introduction of about one hour into the system and the
goal of the investigation and then, a few days later, worked
for approximately 3 hours to solve the given tasks. The stu-
dents had to solve a considerable number of tasks and then
had to provide meta-information about the insights they got
(screenshot, confidence rating, etc.). Such a complex study
design would not be possible with physicians. In another
study with 10 physicians we also used predefined tasks, but
the main part of the investigation was the observation of the
interaction of the physicians with the tool to detect usability
errors and an interview conducted after the test. Such a study
design is accepted by physicians [RAM™11a].

For the development of an ontology visualization tool
[KW13] we conducted evaluation studies with domain and
ontology experts. In total, 44 domain and 3 ontology ex-
perts participated. The evaluation studies with domain ex-
perts showed that they critically analyzed if the visualization
was helpful for their purpose. In addition, they allowed us
to verify if the ontology was correctly visualized. Further-
more, they carefully investigated the tool in regard to us-
ability problems and design. They were very motivated to
improve the tool since the visualization will support them
in their tasks in the future. For the ontology experts infor-
mation and features were of interest which are relevant to
support them in the development tasks of ontologies (e.g.,
they missed the internal types of the datatype properties).
Although the number of asked ontology experts who par-
ticipated in the study was rather small, the evaluation ses-
sions were very valuable since in-depth questions could be
answered that had also a positive impact on the design of the
ontology which was also of interest for the domain experts.

2.1. Literature Analysis

In addition to the experiences gained from our evaluations
studies in our projects, we also gained interesting insights in
our previous literature analysis [KPS14,PKSW11] about the
selection of participants and their description. For example,
we observed that in many publications relevant information
about the user studies (e.g., which methodology was used,
sample size, details about the participants, and duration of
the study) was not sufficiently provided which makes repro-
ducibility difficult. For example, 15% from 68 publications
did not report the sample size (cf. [PKSW11]). This lack

of information makes it difficult to generalize the results, to
compare them with other results, and to derive tentative rec-
ommendations or guidelines for the design of visualizations.
Another interesting observation was that the recruitment of
experts was often a big challenge and therefore the sample
size did not often exceed 10 experts.

3. Discussion and Conclusions

Our literature analysis as well as research works like
[IIC*13] and [LBI*12] showed that user studies have be-
come more and more prevalent in the information visualiza-
tion and visual analytics community. However, as also ob-
served by Isenberg et al. [IIC* 13] many publications lacked
in their description of their studies and hence make repro-
ducibility difficult. Especially the reporting about the partic-
ipants is still neglected in publications. However, already the
guidelines developed by Forsell and Cooper [FC12] and also
the recommendations by Isenberg et al. [IIC*13] pointed out
that the information about the participants and their charac-
teristics depending on the purpose of the study are essen-
tial for reporting of evaluation studies. This can, perhaps,
partly be attributed to page limitations of publications which
make trade-offs necessary. However, also the selection and
recruitment of participants, especially of experts, is often
a big challenge. Therefore, visualization systems are often
evaluated with students which is not clearly reported in the
publications. Our experiences with our previous evaluation
studies showed us that the purpose and goal of the evalu-
ation studies are very important for selecting participants.
It makes a differences which types of test persons, for ex-
ample students or experts, take part in evaluation. Although
experts are important to verify if the visualization is useful
for the domain, presents all relevant content, and fits their
workflow, our experiences in the evaluation studies showed
us that students are very good candidates to identify usabil-
ity issues. Since the mechanisms of human cognition (e.g.,
visual search, color vision, process of seeing, perception) are
similar for all humans, students are also suitable, for exam-
ple, for evaluating general cognitive processes. Especially
for such evaluations it is often necessary to conduct con-
trolled experiments which require a large number of partici-
pants and students are easier to recruit than experts.

Based on our observations and experiences in evaluation
studies and literature analysis, we recommend to precisely
express the goal, purpose, and output of evaluation studies.
This includes being clear about the selection process of the
experimental group.
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