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Abstract
Scale conversion telexistence can have an inconsistency in the motions of a human and robot of different scales. We assumed
that the inconsistency is caused by the different apparent physical constants for the human and robot. We propose an equivalent
physical constant hypothesis for motion skill transmission, which we verified experimentally by transmitting the standing-up
movement of a human to a small robot. The robot successfully managed to stand up by compensating for the gravity. This proves
the validity of the hypothesis.

CCS Concepts
• Embedded and cyber-physical systems → Robotic control;

1. Introduction

Many remotely operated robots have been realized not only for life
rescue and extreme environmental work but also for communica-
tion with people. Replacing a person with a robot in a workspace
and remotely steering the robot will enhance the pilot safety and
shorten the travel time. Telexistence [Tac15] is a technology that
makes maximum use of a human’s judgment and motor skills. It
refers to a robot working in the real world in real-time, but a hu-
man appears to be present instead of the robot. This is realized by
visuo-motor coupling between the operator and surrogate robot.

Regarding the visual scale conversion of telexistence, changing
the interocular or interpupillary distance of the binocular camera
used for visual transmission has been reported to make a human
feel like the size of the body changed [YT02] [BS11] [KI17]. These
reports are based on the geometric similarity rule. However, be-
cause it is difficult to convert scales of physical constants and time
with only the geometric similarity law, when interference or active
motion of an object occurs, there is a mismatch between the move-
ments of the person and robot owing to the difference in their sizes.
A kinematic similarity law [TTK∗07] has been considered that in-
volves scaling physical constants and time. An example of a motion
that requires the conversion of physical constants according to the
environment is a lunar surface simulator [Spa70]. A kinematic sim-
ilarity rule needs to be built for scale conversion telexistence.

We hypothesize that, if a physical constant applicable only on the
robot side is made equivalent on the human side so that the robot’s
motion matches that of the person, telexistence should be realized
even with scale conversion, and it will be possible to transmit con-

ventional self-motor skills. We verified this hypothesis by consid-
ering the standing-up motion of a bipedal walking robot, which is
significantly influenced by the apparent gravity.

2. Telexistence with a biped walking robot

A bipedal walking robot generally differs from a human in its de-
grees of freedom and mass distribution. Thus, measures need to be
taken to maintain balance. For example, V-sido OS (Asratec Corp.)
prevents falling by modifying the robot’s motion in real time to an-
other action that can help maintain balance.

For telexistence, movement is limited to the motions of the
wheels or pattern walking by command inputs [TKS∗03]. A
method for a robot to move similarly to a human has not yet been
reported. This may be because it is difficult to compensate for the
parameters within ranges that do not deviate from those pertaining
to the humanoid robot while maintaining behavior consistent with
that of a human. For example, the bipedal walking robot WL-12
series has a leg length equivalent to that of a person and involves
a body mechanism that accounts for 30% of the total weight of
the robot; this mechanism corresponds to only the lower limbs and
performs moment compensation by waving the body. In this case,
the researchers successfully compensated for the bipedal pattern
walking around three axes: roll, pitch [ToLTK90] [TTKK90], and
yaw [YTK93].

Although not an example of a walking robot, Murataseisaku-kun
(Murata Manufacturing Co.) is a small robot that compensates for
the moment around the roll axis by using a high-speed rotating
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body, which helps in maintain balance. Thus, it does not have re-
strictions on the movable range for moment compensation. In this
study, we assumed that the apparent physical constants of the robot
match those of a person, so the influence due to the difference in
dimensions can be neglected. This should make it objectively pos-
sible for the robot to exceed the capacity of humanoids and subjec-
tively possible to maintain balance while maintaining human char-
acteristics. For the posture tracking control of robots at scales dif-
ferent to that of humans, the robot’s movements are matched to that
of the person by adding a control to match apparent physical con-
stants. We therefore hypothesize that telexistence can be realized
while maintaining human existence even with robots of different
scales.

3. Proposed approach

3.1. Equivalent physical constant hypothesis

The closer the movement of the body in the field of view matches
the somatosensory characteristics, the stronger the existence that
is experienced by the human. A stronger existence makes intuitive
maneuvering possible. With scale conversion, however, all of the
apparent physical constants are different, so inconsistencies in mo-
tion occur.

Three elements need to be considered for a telexistence via a
robot with a scale different from that of a human: mechanical,
visual, and physical. Mechanical elements involve matching the
position-following ability and robot control [TTK∗07], such as
hand-eye coordination. Visual elements refer to the scale conver-
sion of the self-body image because of changes in the interocular
distance or interpupillary distance of the binocular camera [YT02]
[BS11] [KI17]. Physical elements refer to the conversion of physi-
cal constants owing to scale differences [Spa70].

We propose the equivalent physical constant hypothesis for the
scale conversion of physical elements in scale conversion telexis-
tence, which is as follows. By adding a control that makes the ap-
parent physical constants coincide with the robot attitude tracking
control by a person of a different scale, the motions of the person
and robot coincide. As a result, telexistence can be realized even
with different-scale robots. To examine this hypothesis, we focused
on gravity, which is the most dominant physical constant for bal-
ance control.

If a robot is modeled as an inverted pendulum of one link, it can
be discussed in terms of the angular acceleration around the ground
point. If the control law for the angular acceleration to match the
vicinity of the ground contact point can be realized with a mech-
anism that does not hinder the immersive feeling of telexistence,
the equivalent gravity condition for scale conversion telexistence is
satisfied. In this study, we used a human 1/4-scale robot as a model.
As a three-axis moment compensation device, we assumed a model
in which three actuators are arranged so that their axes are orthogo-
nal and a mass of m kg is placed at the tip of a link of l m extending
vertically upward from the back of the robot.

3.2. Dynamic compensation model for the standing attitude

A moving human or robot can be considered as a rigid body, in-
verted pendulum with one link, arbitrary robot body, and balancer

capable of compensating for any moment along the three axes. Fig-
ure 1 shows such a model and the equivalent human model. Table 1
defines the parameters. The center of gravity (CoG) si, inertia ten-
sor Ii , and angular velocity ωi are determined by calculating the
forward dynamics from a mounted gyro sensor and the robot’s own
posture.

Figure 1: Forces during the standing-up motion.

Table 1: Parameters of the dynamic compensation model.

Robot Human
Position Vector s01,s12 sH

Known
Mass m1 mH
Inertia tensor around the CoG I1 IH
Angular velocity ω1 ωH

Translational acceleration of the CoG α1 αH

Unknown
Translation force applied to the joint F1 FH
Angular acceleration of the CoG ω̇1 ω̇H
Joint torque τ1 τH
Moment generated by the balancer M2 -

The procedure for matching the apparent gravity is as follows.
First, the equation of motion of the human model is used to obtain
the angular acceleration ω̇H by which a person collapses under the
condition of 1 G considering the forward dynamics. The torque τH
generated on the ankle is assumed to be sufficiently smaller than
the gravity term, and τH = 0. Then, an equation of motion is es-
tablished for the robot model that includes the occurrence moment
M2 by the balancer. Similar to in the previous case, τ1 = 0. The
following constraint is also assigned to the angular acceleration ω̇1
under the condition that the robot body falls at an apparent gravity
of 1 G:

ω̇1 = ω̇H (1)

Then, the moment M2 to be generated by the balancer is obtained
according to inverse dynamics. Generating this moment by the bal-
ancer establishes the equivalent gravity condition for the robot. In
the standing model, the initial angle and initial angular velocity
around the ground point of the CoG of the robot body and person
are both set to 0.
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3.3. Control law

3.3.1. Dynamic compensation model with a balancer

If a robot is represented as an inverted pendulum with one link, a
robot model with a balancer can be regarded as an inverted pendu-
lum with two links, as shown in Figure 2.

Figure 2: (Left) Modeling of robot’s dynamics including the bal-
ancer attached to its backside; (right) Modeling of human’s dynam-
ics

The parameters used in this model are listed in Table 2. |s23| is
a constant corresponding to the shape of the balancer. In order to
compensate for the moment, the output torque τ2 of the balancer
is controlled. The control equation is obtained with the method de-
fined in the previous section.

Table 2: Parameters of the dynamic compensation model with the
balancer.

Robot Balancer Human
Position Vector s01,s12 s23 sH

Known
Mass m1 m2 mH
Inertia tensor around the
CoG

I1 I2 IH

Angular velocity ω1 ω2 ωH

Translational acceleration
of the CoG

α1 α1 αH

Unknown
Translation force applied
to the joint

F1 F2 FH

Angular acceleration of
the CoG

ω̇1 ω̇2 ω̇H

Joint torque τ1 τ2 τH

3.3.2. Forward dynamics of the human model

In order to generate the angular acceleration ω̇H on the human,
an equation of motion is established for one link based on the
equations of rotational and translational equilibrium for the human
model:

τH +(−sH)×FH =
d
dt
(IHωH) (2)

FH +mHg = mHαH (3)

Because the input torque by the ankle is sufficiently smaller than
the gravity term, τH = 0 .

IHω̇H =−mHsH×(ω̇H×sH)+mHsH×g−ωH×(IHωH) (4)

By comparing each component with the terms in Equation (4), the
angular acceleration ω̇H generated under an apparent gravity of 1
G is obtained. In addition,

ω̇ =

 ω̇x
ω̇y
ω̇z

 ,s=

 x
y
z

 (5)

Then,

s× (ω̇×s) = (s ·s)ω̇− (s · ω̇)s= Tsω̇ (Ts is known matrix)
(6)

For the sake of simplicity, the subscripts are removed. The known
vectors can then be used to define k as follows:

(I+mTs)ω̇ = k (7)

Multiplying both sides by (I+mTs)
−1 obtains ω̇H .

3.3.3. Inverse dynamics of the robot model

The following constraint condition is set so that the angular accel-
eration of the robot’s main body matches that of the person:

ω̇1 = ω̇H (8)

In order to obtain the torque τ2 generated by the balancer to sat-
isfy this condition, an equation of motion for two links is estab-
lished based on the equations of rotation and translation for the
robot model:

τ1 +(−s01)×F1−τ2 +s12× (−F2) =
d
dt
(I1ω1) (9)

τ2 +(−s23)×F2 =
d
dt
(I2ω2) (10)

F1 +(−F2)+m1g = m1α1 (11)

F2 +m2g = m2α2 (12)

When the ankle torque τ1 = 0 and known vectors k1 and k2 are
used, the following can be obtained:

−m2s02× (ω̇2×s23)−τ2 = k1 (13)

−m2s23× (ω̇2×s23)+τ2 = I2ω̇2 +k2 (14)

We define

ω̇ =

 ω̇x
ω̇y
ω̇z

 ,s02 =

 xa
ya
za

 ,s23 =

 xb
yb
zb

 (15)

Then,

s02× (ω̇×s23) = Taω̇ (Ta is known matrix) (16)

s23× (ω̇×s23) = Tbω̇ (Tb is known matrix) (17)

In addition, we define the known matricesA andB as

A=−m2Ta , B = (I2 +m2Tb) (18)

Then, Equations (9) and (10) can be expressed as follows:

τ2 =Aω̇2−k1 (19)

τ2 =Bω̇2 +k2 (20)
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The determinant of Ta is always 0. Because A does not have an
inverse matrix, the torque τ2 is obtained as follows:

τ2 = (AB−1−E)−1(k1 +AB
−1k2) (21)

4. Scale conversion telexistence system

4.1. Function of the balancer during the standing-up motion

Figure 3 shows the standing-up motion models of a robot with a
balancer and of a human. If the balancer does not function as the
1/4-scale robot stands up, the backward moment due to gravity is
too large, and the waist ground point floats rather than the contact
point of the foot sole. Therefore, the balancer moves to generate a
forward moment in accordance with the control law defined in the
previous section.

Figure 3: Operation of the balancer during the standing-up mo-
tion.

4.2. Demonstration machine

4.2.1. Small slave robot

In this study, we used a robot based on KHR-3HV (Kondo Kagaku)
as a 1/4-scale slave robot. This robot can be regarded as two links:
the main body and balancer. Additionally, the angle and angular
velocity information about the three axes were acquired with the
gyroscopic sensor MPU-6050 (InvenSense) for each link. The body
part, including the support part of the balancer, has a height of 0.400
m and mass of 1.72 kg. Figure 4 shows the robot.

The robot has 29 degrees of freedom (DOF): three for the neck,
five for each arm, one for the waist, six for each leg, and three for
the balancer. Figure 5 shows the DOF configuration of the robot.

Binocular cameras were mounted on the head of the robot, and
the interocular distance was set to 16.0 mm, which is 1/4 the eye
distance of an average person (i.e., 65.0 mm).

To transmit the standing up skill, a flat wooden board with a rub-
ber ground surface and dimensions of a 70.0 mm length, 60.0 mm
width, and 8 mm thickness was used on the bottom of the robot’s
foot. Multiplying this length by four becomes 280 mm, so a person

Figure 4: Small slave robot.

Figure 5: DOF configuration.

can behave as if wearing shoes that are 28.0 cm in size. Figure 6
shows the robot’s foot.

As a control strategy, foot-eye coordination was used so that the
relative positions of the head and foot were in-line with each other.
The highest priority was to match the movements of the toe in the
field of view for the human and robot. In addition, the body was
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Figure 6: Robot’s foot.

fixed in a direction perpendicular to the ground to simplify com-
pensation control and prioritize real-time control. As long as the
legs were stably grounded, the optical flow of the scaled robot was
equivalent to the case of a human seeing the world with the naked
eye. A strong existence was expected to be obtained.

4.2.2. Three-axis moment compensation mechanism

The three-axis moment compensation machine had a mass of 0.475
kg at the tip of the 0.350 m link. The movable range of the roll
and pitch axes was ±33.0◦ from the base. The rotating shaft used
the KRS-2572HV ICS (Kondo Kagaku) as a geared motor, and the
current was controlled with a DA conversion board PCI-6229 (Na-
tional Instrument) and motor driver JW-143-2 (Okatech). The mo-
ment of inertia of this machine with respect to the roll and pitch
axes was obtained with the two-point hanging method. This was
used to obtain the frequency f = 0.808 Hz and moment of inertia
around the CoG J = 0.00402 kgm2. The equilibrium axis theorem
was used to calculate the moment around the axis of rotation of the
balancer J0 = 0.0462 kgm2.

4.2.3. Master device

The optical motion capture system Opti Track (Natural Point) was
used as the master system. We placed markers on the head (HMD),
right hand, and feet. The visual field information of the robot was
output to an Oculus Rift (OculusVR) worn by the person in real-
time. In order to reduce the model error due to deformation of the
human’s shoes, a wooden board with a length of 280 mm and width
of 260 mm (four times as large as the sole of the robot) was attached
to the sole of the human.

4.3. Transmission of the standing-up motion

In order to verify the effect of equivalent physical conditions, the
standing-up motion of the person measured under a gravitational
acceleration of 1 G was transmitted to the 1/4-scale robot with and
without apparent gravity compensation. This motion was evaluated
according to the trajectory of the viewpoint height.

4.3.1. Experiment 1: Transmission of the standing-up motion
under an apparent gravity of 4 G

A standing-up experiment with 1/4-scale conversion telexistence
under an apparent gravity of 4 G was performed to represent no
gravity compensation.

A human performed exercises while obtaining visual feedback
from the robot. For the human motion, four markers were measured
at 30 Hz. The distance between the markers was scaled by 1/4, and
the rotation angle was retained. The robot followed the human’s
attitude.

The link length and mass of the person were 1.73 m and 60 kg,
respectively, and those of the robot body were 0.40 m and 1.91 kg.
The height of the chair was 0.75 m for the human and 0.19 m for
the robot. The sense of telexistence was monitored by following the
head during the sitting-down motion.

The subject was instructed to stand up as soon as possible while
balancing with the upper body to not fall over. The standing-up
motion by the robot was judged to be successful when the back of
the shielded object could be visualized (Figure 7).

Figure 7: (Left) Successful standing-up motion; (right) standing
robot with weight

If the robot fell over after viewing the object, this was regarded
as a failure. The robot could not move its upper body because it
was fixed in place, so the robot was provided with a barbell-shaped
weight, and the robot’s arm followed the subject’s arm. The sub-
jects were instructed to move their arms for balance and to make the
robot stand up successfully. The number of trials needed to achieve
this and the trajectory of the head height during the standing up
motion were recorded.

The time when the subject began moving the right hand was
taken as the start of the standing exercise and, the time when the
head height showed the maximum value was taken as the end.

4.3.2. Results and discussion for Experiment 1

Figure 8 shows the CoGs of the robot when it successfully stood
up and the subject performing the original standing-up motion. The
CoG of the robot was calculated by assuming that the foot of the
robot was stable and the robot stood without tilting. The CoG of the
robot was obtained by combining the data from the servomotors,
balancer struts, and centroid position vector of the weight held in
the hand. Given that other parts were lighter than the servomotors,
they were not considered. The CoG of the person was at the mid-
point between the head and feet. The heel of the robot was set at
0 mm, and the human was plotted at a scale of 1/4 for compari-
son. The view-point heights of the human and robot are shown in
the lower part of Figure 9. We also scaled down the human to 1/4
based on the distances from the foot to the head. Figure 9 shows the
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stretched abscissa from Figure 8 based on the original standing-up
motion of the subject.

Figure 8: CoG position and viewpoint height while standing up.
With telexistence, the outside world is seen through the robot’s cam-
eras, so the position is apparently under 4 G. Without telexistence,
the outside world is seen without the HMD, so the position is under
1 G.

Given that the heel of the robot was set as 0 mm, the CoG was
within the bottom of the shoe between 0 and 70 mm as long as the
shoe did not tilt and was in contact with the ground. The waist of
the robot moved away from the chair when the viewpoint height
of the person was greater than 1450 mm. This is because the body
posture of the robot remained unchanged.

Fourteen trials were need before the robot successfully stood up.
The time taken was 12.1 s, and the maximum viewpoint height of
the robot was 0.373 m. In the sitting position, the CoG of the robot
was behind the heel. However, bringing the hand forward shifted
the CoG to the bottom of the shoe at 3.74 s. Subsequently, the sub-
ject raised the waist at 4.15 s. This moved the CoG into the sole of
the shoe, and the standing-up motion was performed with the CoG
staying within the sole of the shoe. This standing-up motion was
therefore performed while static stability was maintained.

With the original standing-up motion of the subject, the robot left
the chair 0.30 s before the CoG entered the foot at 0.45 s. Given that
the CoG did not move to the rear of the shoe when the waist was
raised, the subject standing up used dynamic stability rather than
static stability, in contrast to the previous subject.

These results show that, although the standing-up motion was
performed under an apparent gravity of 4 G, the standing-up motion
based on dynamic stability as normally performed by the subject
could not be reproduced.

Figure 9: CoG position and viewpoint height of the subject.

We considered the standing up to be successful based on our hy-
pothesis. By expanding Equation (7) to include the moment of in-
ertia IHT and angular acceleration ω̇HT for the upper body motion
of the human, the following is obtained:

IHω̇H −IHT ω̇HT =−mTs +k (22)

For the robot, if the equation is similarly expanded with the mo-
ment of inertia I1T and angular acceleration ω̇1T , the following is
obtained:

I1ω̇H −I1T ω̇1T =−mTa +k
′ (23)

From these two equations, the following conditions can be satisfied
by the movement of the upper body, similar to gravity compensa-
tion.

ω̇1 = ω̇H (24)

Given that the upper body was fixed in this experiment, the sub-
ject appears to have successfully stood up by acquiring the skill of
adjusting the CoG by shifting weight.

4.4. Experiment 2: Standing-up motion replay

In order to verify the effect of the control law, a person was asked
to stand upright under a gravitational acceleration of 1 G, and the
motions of the head and toe were recorded. According to the con-
trol law, we then made the 1/4-scale robot follow the posture of the
recorded motion.

In this experiment, the locus of the viewpoint height was com-
pared under three conditions: apparent gravity compensation (1 G),
no apparent gravity compensation (4 G), and the recorded motion
replayed ideally without leaning.

The height of the chair, the robot body, and the human’s param-
eters were the same as those in Experiment 1. The balancer had a
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mass of 0.475 kg at the tip of the 0.350 m link. The height of the
head of the robot under both conditions was measured with record-
ing markers placed on the top of the head using Opti Track.

4.4.1. Results and discussion for Experiment 2

Figure 10 shows the trajectory of the viewpoint height of the robot
under each condition. Under the ideal follow-up condition, a maxi-
mum viewpoint height of 374 mm was recorded at 0.9 s. The view-
point height at 0.9 s was 373 mm under an apparent gravity of 1 G
and 363 mm under an apparent gravity of 4 G. Under an apparent
gravity of 1 G, the trajectory followed a maximum delay of 17 ms
with respect to the ideal orbit.

Figure 10: Trajectory of the viewpoint height under each condi-
tion.

Figure 11 shows the posture of the robot under the apparent grav-
ities of 4 G and 1 G at 0.9 s. Figure 12 shows continuous frames of
the robot standing up with apparent gravity compensation.

Figure 11: Posture at 0.9 s: (left) without and (right) with gravity
compensation.

Under an apparent gravity of 4 G, the negative moment due to the
CoG was large, so the sole of the foot floated. At 0.9 s, the waist
and chair were in contact, but the robot failed to stand up. Under the
apparent gravity of 1 G, there was no contact between the waist and
chair at 0.9 s. Under the apparent gravity of 1 G, the standing-up
motion was successfully performed because the viewpoint height
was equivalent to the ideal condition at 0.9 s, and there was no
ground point of the waist and chair at that time.

Figure 12 suggests that the balancer began moving from the

Figure 12: Standing-up process of the robot with gravity compen-
sation.

fourth frame onwards (i.e., just before the waist left the chair), and
the balancer began to move greatly after the waist rose from the
chair. This indicates that the movement of the balancer was because
of the gravity compensation, which contributed to the successful
standing up.

Therefore, we successfully achieved the standing-up motion
with apparent gravity compensation. However, we failed without
apparent gravity compensation, which was expected from the dif-
ficulty of standing up under the apparent gravity of 4 G in Experi-
ment 1.

With apparent gravity compensation, the robot’s view-point
reached the ideal height of 373 mm at 0.9 s without obtaining
any visual feedback. In other words, this standing-up motion has
an ideal standing-up time and equivalent viewpoint height. This is
based on the standing-up ability demonstrated by the subject pre-
viously. Therefore, the standing-up motion can be transmitted by
apparent gravity compensation.

Similar standing-up motions should be able to be generated even
if visual feedback is given as long as people experience the visual
flow through the robot. With apparent gravity compensation, hu-
mans should succeed in standing up when the viewpoint height and
achievement time are equivalent to the human’s original motion
without practice. Therefore, compensating for the apparent gravity
and performing the standing-up motion under a gravitational accel-
eration of 1 G is more effective than expecting human adaptation.

By considering the viewpoint height trajectory of the robot under
an apparent gravity of 1 G, we achieved realism in the telexistence.

Between 0.0 and 0.7 s, the same viewpoint position was achieved
with a maximum delay time of 17 ms. The maximum delay was 50
ms when the control period of 33 ms for this system is included.
This is smaller than the delay of 80 ms that is allowed for a flight
simulator with a visual display [WBW96]. For this standing-up mo-
tion, stability was felt with a delay of 50 ms or less [AHJ∗01]. The
presence was kept at least until 0.7 ms. Even between 0.7 s and 0.9
s, the polarity of the angular velocity did not change for the ideal
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trajectory and under the apparent gravity of 1 G as a whole. Hence,
the telexistence was preserved under an apparent gravity 1 G during
this time.

The small robot used in this research reproduced the relative po-
sitions and posture of the human head and toe based on foot-eye
coordination. Therefore, the robot’s body does not reproduce the
motion of humans who use the inertial force generated by moving
the upper body to stand up. However, gravity compensation based
on the equivalent physical constant hypothesis enabled the robot
to stand up in a manner similar to that of a human. Hence, the
equivalent physical constant condition can be applied not only to
scale conversion but also as a means of absorbing the differences in
DOF arrangement and mass distribution for a conventional life-size
robot.

In this study, we performed a standing-up motion with a 1/4-
scale robot. It should be possible to adapt the proposed hypothesis
to make robots of other scales, such as larger than a human, perform
the standing-up motion in the same way.

5. Limitation

The equivalent physical multiplier hypothesis scales the physical
elements for scale conversion telexistence as described at the be-
ginning of Section 3.1. In other words, this hypothesis converts
changes in physical constants caused by differences in scales.

In principle, a mechanism capable of inputting and outputting
the moment of three axes was designed. However, this study fo-
cused only on a simplified mechanism for sagittal plane movement
in order to establish kinematic similarity.

6. Conclusion

We proposed an equivalent physical constant hypothesis and ap-
plied the equivalent gravity condition to 1/4-scale conversion telex-
istence. Given that the standing-up motion was confirmed, we ob-
tained results supporting the equivalent physical constant hypothe-
sis.
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