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Abstract

Most AR interaction techniques are focused on direct interaction with close objects within one’s reach (e.g. using the hands).
Interacting with distant objects, especially those that are real, has not received much attention. The most prevalent method
is using a hand-held device to control the cursor to indirectly designate a target object on the AR display. This may not be
a natural and efficient method when used with an optical see-through glass due to its multi-focus problem. In this paper, we
propose the "Blurry (Sticky) Finger" in which one uses the finger to aim and point at a distant object, but focusing only on the
target with both eyes open (thus without the multi-focus problem) and relying upon the proprioceptive sense. We demonstrate
and validate our claim through an experiment comparing three distant pointing/selection methods: (1) indirect cursor based
method using a 3D air mouse, (2) proprioceptive finger aiming (Blurry Finger) with a cursor, (3) proprioceptive finger aiming
without a cursor. In the experiment, Blurry Finger showed superior performance for selecting relatively small objects and in
fact showed low sensitivity to the target object size. It also clearly showed advantages in the initial object selection where the
hand/finger starts from a rest position. The Blurry Finger was also evaluated to be the most intuitive and natural.

Categories and Subject Descriptors (according to ACM CCS): H.5.2 [INFORMATION INTERFACES AND PRESENTATION ]:

User Interfaces—Input devices and strategies

1. Introduction

The continued innovations and advances in computer vision, mo-
bile/cloud computing and portable display devices have brought
about a renewed interest in augmented reality (AR) as a promi-
nent information visualization and interaction medium. In partic-
ular, optical see-through (OST) displays are becoming more com-
pact and fashionably designed, and thereby getting accepted to the
mass users. As for interaction, early OST-based AR systems have
relied mostly on simple command or menu based methods e.g. via
voice or button/touch input [Goo, Eps]. Recently, light and small
mountable sensors (e.g. camera, depth sensors) have allowed for
more natural interaction [Lea, Sof, OKA11].

However, most AR interaction techniques are focused on direct
interaction with close virtual objects within one’s reach (e.g. using
hands) [LGB08,CDDGC13,PCB11,SL13,BVBC04,HBW11]. In-
teracting with distant objects, especially those that are real, has not
received much attention. The most popular method is using a hand-
held device to control a cursor on the AR display to indirectly des-
ignate a target object. This may not be the most natural and efficient
method. Moreover, such a cursor based method can only be used on
the overlaid display space in OST glasses. In most AR glasses, the
augmented display is overlaid on a small part of the entire visual
field. Figure 1 illustrates two possible cases of AR glasses, those
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with the augmentation space: (1) fully overlapping with that of the
whole display (but rare in actual products) and (2) partially overlap-
ping (more typical such as the Google Glass). In the latter typical
case, the cursor can only move and cover the small rectangular re-
gion (and objects within) in the top left corner of the visual field.
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Figure 1: Two possible coverage of the overlaid screen over the
visual field in the AR glasses.

Also, in OST based AR systems, one significant concern remains
with regards to the multi-focus problem, i.e. the user having to fre-
quently switch one’s focus between an object of interest in the real

delivered by

-G EUROGRAPHICS
: DIGITAL LIBRARY

www.eg.org diglib.eg.org



http://www.eg.org
http://diglib.eg.org
http://dx.doi.org/10.2312/egve.20161434

50 Ja Eun Yu & Gerard J. Kim / Blurry (Sticky) Finger

world and the augmentation (e.g. a cursor) on the glass display.

In this paper, we propose, "Blurry (Sticky) Finger," in which one
uses the unfocused blurred finger, the sense of proprioception and
ocular dominance, to aim, point and directly select a distant object
in the real world with both eyes open for the purpose of further
interaction. The word "Sticky" is used to acknowledge the work of
Pierce et al. [PFC*97] in which the original "Sticky Finger" concept
was first applied to distant object selection in virtual environments.
Figure 2 illustrates the basic concept and how such a technique
could be effectively used e.g. for object query system using a see-
through glass. In a typical scenario, the user focuses on and selects
an object in the real world (by proprioceptive pointing and desig-
nation), which in turn is captured by the on-glass camera and then
identified and recognized for final augmentation. Such an object
selection method can be used regardless of the coverage of the aug-
mentation screen because it does not require the use of the cursor.
Note the "blurry"” fingertip is used for aiming to (with the aimed po-
sition adjusted according to the offset between the eye and mounted
camera in the camera image) and designating the target object (pos-
sibly with help of a technique such as lazy snapping [LSTS04]).

The hypothesis is that such an approach would reduce user fa-
tigue since the user will switch one’s focus less frequently [YK15],
while still being able to point effectively through the propriocep-
tive sense (despite the blurry finger). In addition, we posit that,
compared to the usual indirect cursor based pointing (e.g. using
the hand/finger or hand-held tracking device to point and control
a cursor for selection), the proposed technique will perform better
and even be preferred for its directness.

In the rest of the paper, we demonstrate and validate our claim
through an experiment comparing three distant pointing/selection
methods: (1) indirect cursor based method using a 3D air mouse,
(2) proprioceptive finger aiming with a cursor, (3) proprioceptive
finger aiming without a cursor. We begin by discussing other re-
search work related to ours.
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Figure 2: Blurry (Sticky) Finger: proprioceptive pointing and se-
lection, using the finger to point at (and even segment) the target
but without focusing on it (thus blurred), relying upon the proprio-
ceptive sense (user view, left). Due to the difference in the positions
of the user eye and camera, there is an offset that must be corrected
to identify the intended target point in the camera view (right).

2. Related Work

Remote object selection in the 3D virtual space has been stud-
ied extensively [BH97]. While a variety of methods exist, virtual
ray casting [Bol80] is one of the most common and popular ap-
proaches, in which a 3D (virtual) ray emanates from the hand
(whose position is tracked by a sensor), and the user "shoots" for
the object of interest. A slight variant is the virtual flashlight in

which a volumetric cone is formed with the apex at the hand to-
ward the target object [LG94]. Despite seemingly extensible, these
techniques (for 3D virtual space) have rarely been applied to the
augmented reality situation, especially for interacting with the real
objects [CKY*13, KBCWO03]. Heidemann et al. did apply the ray
casting technique to AR interaction with real objects, but using the
video see-through display in which the whole image was in focus
similarly to the case of virtual environments [HBBO04].

In most AR applications, only a handful of pre-selected real
world objects are recognized, rather than to purposely be newly
selected to begin with. To apply the virtual ray casting or flashlight
techniques, the user would need to either use a hand tracking device
that would require a cumbersome process of calibrating its spatial
coordinates with that of the view point, or recognize and track the
hand from the head mounted camera or sensor which would restrict
the hand position to stay within the sensing volume thereby making
the ray/cone casting difficult [HBW11,SKMC99,BMR*12]. Pierce
et al. suggested the "Sticky Finger" as one of their image plane in-
teraction techniques similar to the Blurry Finger, for selecting and
manipulating an object in virtual environments [PFC*97]. In the
case of Blurry Finger, the selection is made over the real environ-
ment rather than over the rendered image space where everything
including the virtual finger is in clear focus.

Recent availability and popularization of inexpensive environ-
ment capture sensors (e.g. depth sensors) have made it viable
to model and include real world objects as potential interaction
objects even for mobile AR systems [BH97, WKSE11, PCUB12,
ZBM94,PR12,LBB12,BWO01]. Li et al. [LJ09], Ha et al. [HWO06],
Mistry and Maes [MMO09] and Colago et al. [CKY *13] all have em-
ployed 3D hand gesture based interaction using small depth cameras
mounted on the head mounted display (or other parts of the body),
but only for interacting with objects within one’s arm’s reach.

The efficiency of hand-based selection is closely related to
the human’s hand-eye coordination capability. The proprioceptive
sense of the hand/arm (at whose end the interaction object is situ-
ated) [SV99] and the visual system work together to resolve for a
consistent spatial interpretation and manipulation of the interaction
object [HESR00, HASMO02, GVdHVG84, VDLDO02]. In the case of
mouse based cursor control or remote object selection with the cur-
sor, the user would try to resolve the difference between the cursor
(rather than the device or hand itself) and the target. Thus the hand-
eye coordination is still applied but indirectly for relative movement
of the cursor by the hand [SHAZ00, BCF*10]. Due to the offset
between the target object/cursor and the hand, the proprioceptive
sense becomes less contributing and effective, possibly resulting in
degraded performance [BCFO05].

Despite such a projected performance problem, hand based
pointing of remote objects by the ray casting is still reasonably nat-
ural and familiar in the sense it adds on to the traditional remote
control (e.g. for TV) very nicely. The air mouse such as the Wii-
mote is such an example [BVLG11,LGE,Nin]. However, the use of
the remote control can bring about significant fatigue on the wrist,
also affecting the interaction performance. With the Blurry Finger,
the finger/hand comes within the camera/sensor (usually equipped
with an OST glass) view naturally because it is used for aiming
with the user’s eye (thus the finger can be detected, tracked and
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used without a hand-held sensing device). Even though the target
object is far, it seems as if attached to the finger, which was the very
idea of the aforementioned image plane based methods [PFC*97].

3. System Prototype

In order to support the proposed "proprioceptive" pointing, it is
necessary to track the finger position in the camera image space
and use it to ultimately identify the aimed target object in the line
of sight (see Figure 2). Tracking of the finger itself can be accom-
plished relatively easily employing conventional finger tracking al-
gorithms [LHO7, OSKO02, LB04]. The problem is that the camera
view point is slightly different from that of the user’s eye, i.e. what
the user aims may not be seen as aimed in the camera view. The oft-
set (dist) between the user eye and camera can be used to compute
the position of the intended target assuming its depth is known. The
formulation is illustrated in Figure 3 and Equations (1) and (2).

dist = xp +x1 (D

_ tan(Qy) y fo

0= () ¥ 2 @)

target

Figure 3: Computing for the location of the intended target (yel-
low star) and its projected location (blue cross) with respect to the
camerafromthe finger position and offset of the eye from the camera.

Figure 4: Views from the user (left) where the finger is coincident
with the target (green square). In the camera view (right), the finger
is not coincident with the target, but the target is identified and
marked with the red circle by the formulation in Figure 3.

In Figure 3, the target is assumed to be at a fixed depth, D,, and
the finger location with respect to the camera, is found by the finger
tracking algorithm, x(, with its depth, Dy, also estimated from the
size of the finger as well. The offset between the camera and the
eye, dist, and the field of view of the camera, @p, can simply be
measured or obtained. As for the eye position, we use that of the
dominant eye (between the two) for a given user (for more details,
see Section 4). The camera is positioned laterally (in one dimen-
sion) from the eye as shown in Figure 3. From the figure, it is pos-
sible to obtain, the location of the target as seen by the user eye,
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x1, and location of the intended target object (yellow star). In turn
the lateral location of the target object with respect to the camera is
again easily obtained by subtracting this value from dist. Then the
target object can be back-projected to the camera image space and
its image coordinate value computed. Figure 4 shows the test im-
plementation, namely, the views from two cameras and the adjusted
proxy position extending into the correct target.

4. Experiment

The main purpose of the experiment was to comparatively demon-
strate and validate the potential advantage of the Blurry Finger over
the conventional remote cursor based interaction using a hand-held
tracking device under different operational conditions. Figure 4 il-
lustrates the difference between the two methods. With the cursor
based pointing by the hand-held device ("Hand-Cursor"), the user
makes a selection by controlling and moving a cursor (marked in
yellow in Figure 5a) over the target object with the hand-held de-
vice. With the Blurry Finger ("BF"), the user aims at the object to
be in the same line of sight with the finger (marked in red in Figure
5b and 5c¢). In its original form (Figure 5c), the Blurry Finger shows
no cursor. Due to the possible concern that users might not be too
familiar with a cursor-less method, we added the comparative case
of the Blurry Finger with a cursor ("BF-Cursor") as shown in Fig-
ure 5b (the cursor is marked in yellow). Both Hand-Cursor and BF-
Cursor use the cursor. Hand-Cursor requires and relies on focusing
on the cursor entirely to make a selection, while BF-Cursor uses
it only in a supplementary fashion (just to give the user an assur-
ance of the current aim) and the user need not focus on it. Still, a
fully overlapping AR glasses would be needed for any cursor based
approach, whereas BF can be used for any type of AR glasses.

Air mouse

(b) Blurry Finger
with cursor

(c) Blurry Finger
without cursor

(a) Cursor based pointing
with hand-held device

Figure 5: The three compared methods of distant object selection.

4.1. Experimental Design and Hypotheses

Factor Levels
Hand-Cursor, Blurry Finger,
Interface Type X
Blurry Finger-Cursor
Target Object Size 120mm, 60mm, 30mm

600mm, 400mm, 200mm

Moving Distsance

Table 1: Factors and their levels in the experiment.

The comparison was carried out through a distant object (at a fixed
depth) selection task varied in two dimensions: three object sizes
and three inter-object moving distances (in making successive se-
lections). Therefore, the experiment was designed as a 3 factor (3
interfaces X 3 object sizes X 3 moving distances) repeated measure
within subject (see Table 1). The main dependent variables were
the task completion time, error rate (i.e. total trials — the number of
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successful task completions), and responses to a general usability
survey (including the user preference).

Our main hypotheses were as follows:

e H1-1: Overall, the Blurry Finger and Blurry Finger-Cursor will
exhibit better interaction performance than the Hand-Cursor
(due to the help of proprioceptive sense and visible finger de-
spite being blurry).

e H1-2: The Blurry Finger and Blurry Finger-Cursor will partic-
ularly exhibit better performance as the target object size gets
smaller and the moving distance gets longer (i.e. the indirect na-
ture of Hand-Cursor will incur more cognitive cost with the more
difficult task).

e H2: Blurry Finger-Cursor will show less error rate than the
Blurry Finger (i.e. the help of the cursor will be significant).

e H3: Users will prefer and rate the usability to be high in the order
of Blurry Finger-Cursor, Blurry Finger then Hand-Cursor (due to
Blurry Finger’s directness and less tiring nature).

4.2. Experimental Set-up

Figure 6: The experimental set up: the air mouse used for Hand-
Cursor (left) and the head mounted camera connected to a smart
phone for the Blurry Finger / Blurry Finger-Cursor (right).

The interfaces were tested for selecting objects at a fixed depth (240
cm, a nominal TV viewing distance) that appear successively on a
large smart HD TV screen (48 inch, 106 cm x 60 cm). Ideally,
the experiment should be conducted over real 3D objects (to reflect
actual applications as proposed in Figure 2). Instead, selection of
2D virtual objects on a screen at a fixed depth was used as the ex-
perimental task to ensure the efficiency and controllability of the
experimental conditions. It is reasonably expected that the experi-
mental results (by the nature of the Blurry Finger method) can later
be applied to the selection of real 3D objects over the 2D visual
field. The Hand-Cursor used an air mouse called the Logitech MX
Air which provided orientation tracking via an internal gyroscope
for a screen cursor control at the resolution of 800 dpi [Log].

As for the Blurry Finger, a head mounted USB camera (with an
FOV of 40°x 32°) connected to a smart phone (LG-F320S G2)
running the Android operating system was used (see Figure 6).
With the computational power of the Google glass platform it was
not possible, with our implementation, to run the finger detection
and error adjustment for real time interaction. However, the sys-
tem was built as it was as a platform for a mobile AR system. The
camera was mounted such that it has a lateral offset with the eyes
sideways (see Figure 3). The OST glass was not used in the exper-
iment because a fully overlapping type was not available (which
would cripple the use of any cursor based approach), and to elimi-
nate any bias from external factors such as its usability, wearability

and fatigue. The cursors for the Hand-Cursor and BF-Cursor were
displayed on the 2D screen instead.

For an easy detection of the finger, a color marker was worn on
the fingertip. For the Blurry Finger-Cursor, a small cursor was dis-
played at a location where the target was believed to be according
to the formulation explained in Section 3. The position of the cur-
sor on the TV display was calculated by the user-end device, then
sent to the display side through the Bluetooth.

4.3. Experimental Task and Process

o1: Rate how easy you felt the interface to be in
Ease of Use accomphs.hlflg the given task.

(1: Very difficult — 7: Very easy)
Q2 Rate how natural and intuitive you felt the

: interface to be in accomplishing the given task.

Naturalness .

(1: Very contrived — 7: Very natural)
Q3: Rate how much you were confident or assured
Co;lﬁ dence that the intended target was being selected

(1: Not confident — 7: Very confident)
Q4: Rate how easy it was for you to learn the
Ease of interface in accomplishing the given task.
Learning (1: Very difficult to learn — 7: Very easy to learn)
Qs: Rate the willingness to use the interface again.
Future use (1: Not willing — 7: Very willing)
Q6: Rate how fatigued you were after using the
Fatigue interface to accomplish the given task.

(1: Not fatigued — 7: Very fatigued)

Table 2: The six usability-survey questions

Sixteen paid subjects (12 men and 4 women between the ages of 23
and 34, mean = 26 / one left-handed) participated in the experiment
($10 compensation for their participation). To use the formulation
explained in Section 3, it was necessary to measure the lateral offset
between the camera and each subject’s eye (dist). Between the two
eyes, the dominant eye was identified using the simple but well-
known Miles test [MOBO3]. Fourteen subjects had the right eye
as the dominant one. For each subject, subject specific parameters
were used to compute the amount of error compensation between
the eye and the camera.

After collecting their basic background information, the subjects
were briefed about the purpose of the experiment and given instruc-
tions for the experimental tasks. A short training was given to allow
the subjects to become familiarized with the experimental process
and three interaction methods. Subjects were instructed not to make
focus on the finger when using the BF and the BF-Cursor (which
may have been somewhat unnatural, but after the short training, all
users became sufficiently comfortable with the methods).

In a single experimental trial block, the subject was asked to
use the given interface to make a series of selection (11) of square
objects that appeared on the TV. The user was to either aim the
target with the air mouse (Hand-Cursor) or with the finger (BF,
BF-Cursor) and stay on the aimed object for 1 second to indi-
cate selection. After a successful selection, the next target would
appear at some other location on the screen. Three object sizes
(120mm, 60mm, 30mm) and three moving distances to the next
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object (600mm, 400mm, 200mm) were used. Between successive
targets, the user was given 3.5 seconds to make a successful se-
lection, otherwise, the task was deemed as a failure and the next
target appeared (see Figure 7b). Each block consisted of 11 selec-
tions with a particular object size and a moving distance, and three
such series were carried out by a single subject for all 27 combina-
tions (3 x 3 x 3). Thus a total of 891 object selections were made
(see Figure 7a). For a subject, the presentation order of the inter-
face type was counter-balanced and similarly for the selection task
combination. The task was carried out in a sitting position and at
the start of the block, the user was asked to put one’s hand/device
on one’s knee. The time to complete the object selection, and the
number of successful completions were measured. After the treat-
ments, the user filled out a general usability survey (answered in 7
Likert scale) as shown in Table 2.

— One Participant

L size - Far Xx11 M size - Far X11 S size - Far x11

L size - Medium | X11 M size - Medium | X11 S size - Medium | X11

L size - Near X11 M size - Near X11 S size - Near X11

X 3 times x 3 interfaces = 891 selections

(a)

Size: 120mm — Distance: 600mm Size: 60mm — Distance: 200mm

A

@ Selected! @ Selected!

600mm

@ Selected!

@ Selected!

600mm

ZOOm:n\*;E(

(b)
Figure 7: (a) Task sets for one participant, (b) two examples of
the task set (the first three of the 11 successive selections with a
particular object size and inter-object moving distance).

5. Results

Figure 8 shows the task completion times among the three inter-
faces according to the target object size. For the Large (120mm),
the Hand-Cursor gave the fastest performance with a statistical sig-
nificance (ANOVA - F(2, 4292) = 303.68, Scheffe test - p-value
< 0.012) On the other hand, BF performed better for the Medium
(60mm), and both the BF and BF-Cursor performed better for the
Small (30mm), and surprisingly their performances across differ-
ent object sizes stayed mostly unchanged. (BF: F(2, 4250) = 0.5,
p-value < 0.607, BE-Cursor: F(2, 4222) = 2.462, p-value < 0.085).
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Task completion time by object size

OBF # BF-Cursor # Hand-Cursor
3000
2500 p=0012
2000 T .
1500
1000

500

Performance Time (ms)

0

Large (120mm)

Medium (60mm)
Target Size

Small (30mm)

Figure 8: The task completion times among the three interfaces
according to the object size.

Figure 9 shows the task completion times among the three in-
terfaces according to the moving distance. Obviously, the perfor-
mance time is generally longer for all interface types with longer
moving distances. We had expected that the BF and BF-Cursor
would perform better as the distance got larger, but no statistically
significant differences were detected. However, we could see that
the average amount of change when using the Hand-Cursor was the
largest (not statistically significant).

Task completion time by moving distance

NOBF ®BF-Cwsor B Hand-Cursor

Performance Time (ms)

200mm 400mm 600mm

Distance between targets

Figure 9: The task completion times among the three interfaces
according to the moving distance.

Figure 10 shows the time taken for completing the initial object
selection. Note that for the first object selection in the task block,
the user started with one’s hand from the knee position in a sitting
posture. We considered that there could exist significant differences
in the time spent for the initial object selection. For instance, for
the Hand-Cursor, we expected the user to move the device-grasped
hand from the knee position and consciously “find” the cursor on
the screen, while for the BF (and even BF-cursor) such an overhead
would not be present (with the finger acting as the cursor itself).
Also note that the statistics in Figure 8 and 9 do not include the
time taken for the initial object selection. In Figure 10, we see a
similar trend to Figure 8, but for the Hand-Cursor, the performance
(initial object selection time) was consistently the worst (F(2, 141)
= 41.097, Tukey test - p-values < 0.00). In an actual application
situation, it is quite possible that the object selection task occurs
only infrequently with the users hand switching between the rest-
ing and aiming position incurring the observed performance hit. In
summary, our hypotheses of H1-1, H1-2 were shown to be valid.
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Initial Object Selection Time

[BF
6000
5000

EBF-Cursor  EHand-Cursor

2000
1000

Performance Time (ms)
&
8

Large (120mm)

Medium (60mm) Small (30mm)

Target Size

Figure 10: The initial object selection performance among the
three interfaces according to the object size.

As for the error rate (i.e. total trials — number of successful se-
lections), Table 3 shows that, as expected, more errors occurred
with the increasing difficulty of the task, i.e. smaller target object
and longer moving distance. However the occurrence of an error
was generally very low, e.g. 1~2 times out of total 891 trials for
each subject. Nevertheless, statistically significant differences in
task completion times were found in the case of the Large (Kruskal-
Wallis test, p < 0.031) and Medium object size (Kruskal-Wallis test,
p < 0.047). Namely, the Hand-Cursor had lower error rate for the
Large (Mann-Whitney, vs. BF: p < 0.035, vs. BE-Cursor: p < 0.043)
and the Medium (vs. BF-Cursor, p < 0.026). No differences were
found between the BF and BF-Cursor.

For a given interface type, the Hand-Cursor and BF were affected
by the object size, the highest error rate for the Small (Hand-Cursor:
with Medium size — p < 0.008 / with Large — p < 0.002, BF: with
Medium size — p < 0.019 / with Large — p < 0.039). However, BF-
Cursor was not affected as such possibly by the synergy between
the proprioception and the existence of the cursor. No significant
differences were found with regards to the moving distance. Thus,
the hypothesis H2 is not rejected.

Target Size
Large Medium Small
BF 1.063 1 2.312
BF-Cursor 0.875 1.5 1.688
Hand-Cursor 0.25 0.563 2.75
Moving Distance
200mm 400mm 600mm
BF 1.313 0.938 2.125
BE-Cursor 0.75 1.5 1.8125
Hand-Cursor 1.0 1.25 1.313

Table 3: Number of error occurrences (out of the total 891) ac-
cording to the target object size and moving distance.

Finally, Figure 11 shows the collective responses to the usability
survey. To summarize the results:

e FEase of use and the level of fatigue were perceived at similar
levels, unexpectedly.

e BF was evaluated to be the most natural, most attractive for fu-
ture reuse (Kruskal-Wallis test, p < 0.016), and easy to learn.

e Hand-Cursor and BF-Cursor both gave high assurance to the user
about their task completion (Kruskal-Wallis test, p < 0.031).

In the post briefing, subjects expressed their preference in the
order of BF (13), BF-Cursor (2), and then the Hand-Cursor (1).
Blurry Finger was generally considered the most intuitive and nat-
ural. Blurry Finger-Cursor was received generally negatively being
distracting and even confusing sometimes. But at the same time,
subjects expressed the lack of confidence in their task completion
with (explicit) cursor-less method, even though with the Blurry Fin-
ger, the finger effectively served the purpose of the cursor. Hand-
Cursor as was shown quantitatively was felt to be the most difficult
method for interacting with small objects due to its indirectness and
multi-focus efforts. Thus, we conclude that H-3 was accepted.

Responses to Six Usability Questions

OBF BBF-Cursor #=Hand-Cursor

*

g O
wy

54
5.6%

o
wy

4.9 %

<
-

Ease of Use Intuitiveness Confidence Learnability Future Use Fatigue

Figure 11: Responses to the usability survey. Statistical differences
by the Mann-Whitney test are marked with the asterisks.

6. Application

Optical See-through
display

system: (top) system set up with the OST display and (below) a
scene from actual usage. The result on the OST display was also
shown on the monitor

In contrast to the limited (i.e. selecting of virtual objects at a fixed
depth), to fully demonstrate the advantage of the Blurry Finger, we
developed a prototype AR based image searching system similar to
the one proposed in Figure 2. This prototype, shown in Figure 12,
used the Blurry Finger to allow the user to encircle and designate
a real object, segment out the image from the camera using the
adjusted aims, match it against the database (Google Cloud Vision),
and display the result on an OST display (Liteye LE-500).

Note that the formulation in Section 3 assumes that the distance
to the target object is known (or obtained by a sensor). Likewise,
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the experiment was conducted at a known fixed depth without a
depth sensor. In actual usage, even without a depth sensor, we can
expect the user to designate an object with enough “room” to suf-
ficiently compensate for the error from the camera-eye offset using
a nominal default depth value. Figure 13 illustrates a user designat-
ing a can at different depth yet using a nominal depth value, and
still being able to bring about correct matches.

1m 1.5m

o “TARGET o TARGET

2/ he UE—’

‘ Crop the image

Figure 13: The user designates the object tolerant enough to se-
lect the target that one’s wanted to choose. The depth of the target
object almost doesn’t affect the accuracy of selection.

7. Conclusion

AR applications are becoming more and more popular and interac-
tive especially in the form of OST glasses due to its non-isolating
nature. The Blurry Finger provides an intuitive and natural means
to interact with the objects for both virtual and real environment
in a seamless way. The suggested technique relies on one’s innate
proprioceptive sense and hand-eye coordination, and can reduce the
eye stress due to the multi-focus problem in OST glasses. In addi-
tion, being a cursor-less approach, it can be used for any types of
AR glasses (with a camera). Even though the aiming fingertip was
perceived to be blurred due to binocularity, the correct object can
still be selected without much error because our perceptual sys-
tems internally uses just one dominant eye. The evaluation experi-
ment also showed promising results with the Blurry Finger exhibit-
ing generally higher and stable interaction performance and usabil-
ity compared to the conventional 3D mouse based cursor control
method. Even though the prototype in the experiment was config-
ured in a limited way (for selecting 2D objects at a fixed depth
plane), its usability was demonstrated through another actual ap-
plication, an AR image search system. We believe that the Blurry
Finger approach is viable step toward realizing a more natural in-
teraction for OST based AR applications in the future.

Mixed results were obtained with regards to the provision of a
cursor. The cursor seemed to help the user make finer selection
and give high confidence, but also perceived as distracting and ob-
scuring when used with the Blurry Finger because the finger also
shares the role of the cursor. More experiments will be needed to
test the Blurry Finger under a wider range of operating conditions
including with different interaction depths, varying the forms of
the objects and cursor (e.g. closer coupling with the fingertip to
alleviate the distraction problem) and other interactive tasks such
as dragging and combining with (finger) gestures. Despite showing
good performance for interacting with relatively small objects, the
resolution up to which Blurry Finger can remain efficient (despite

(© 2016 The Author(s)
Eurographics Proceedings (©) 2016 The Eurographics Association.

the finger being seen blurry) must be further investigated. We also
plan to develop and test actual interactive OST based AR applica-
tions using the Blurry Finger, IoT (Internet of Things) appliance
control systems, etc. For practicality, the Blurry Finger will also
need to overcome the operational problems such as the cumber-
some process of user customization (e.g. having to measure the eye
to camera distance) and instability of the mounted camera.
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