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Abstract
Volumetric video, free-viewpoint video or 4D reconstruction refer to the process of reconstructing 3D content over time using a
multi-view setup. This method is constantly gaining popularity both in research and industry. In fact, volumetric video is more
and more considered to acquire dynamic photorealistic content instead of relying on traditional 3D content creation pipelines.
The aim of the tutorial is to provide an overview of the entire volumetric video pipeline. Furthermore, it presents existing
projects that may serve as a starting point to this topic at the intersection of computer vision and graphics.
The first part of the tutorial will focus on the process of computing 3D models from captured videos. Topics will include
content acquisition with affordable hardware, photogrammetry, and surface reconstruction from point clouds. A remarkable
contribution of the presenters to the graphics community is that they will not only provide an overview of their topic but have
in addition open sourced their implementations. Topics of the second part will focus on usage and distribution of volumetric
video, including data compression, streaming or post-processing like pose-modification or seamless blending. The tutorial will
conclude with an overview of perceptual studies focusing on quality assessment of 3D and 4D content.

1. Course Overview

Difficulty: Beginner to Intermediate

Format: Half-day

Organizer: Eduard Zell (University of Bonn)

The iconic holograms from Star Wars inspired researchers and
engineers to develop systems that extend the 2D space of video.
But we are only now reaching the state where volumetric video is
increasingly adopted by media productions. The difficulty in cap-
turing and distributing volumetric content is that a 3D scene must
be reconstructed for every frame. In addition, file formats, stream-
ing and editing of the recorded content must be re-designed to in-
corporate the additional dimension. Proposed technical solutions
are often closely linked to applications. While for teleconferencing
real-time framerates are essential [TDL∗18], high emphasis will be
put on quality for offline productions where volumetric video is
considered as an alternative for 3D content creation [GLD∗19].

3D reconstruction from a single camera view is highly ill-
posed. Even though, single camera reconstruction methods are
constantly improving [PTY∗19, LXS∗20], the gap between train-
ing data and captured content may lead to incorrect reconstruc-
tion results, which becomes especially visible if the actors wear
extraordinary dresses, costumes or hair cuts. Therefore, a multi-
view setup is still preferred when accuracy and high resolution
matter. Existing multi-view setup systems vary largely and can
consist between a few consumer RGB [PAM∗18] or RGBD cam-

eras [KND15, SKP∗18, HLC∗18] and go up to 100 high-resolution
video cameras in combination with a light stage and infrared pro-
jectors [JSL∗19, CCS∗15, EFR∗17, GLD∗19]. For such high-end
solutions the amount of captured data, which can easily reach hun-
dreds of gigabytes for short sequences, sets high hardware require-
ments for storage, network bandwidth and processing power to con-
vert the recorded images to 3D scenes.

Formats for volumetric video vary largely and ranges from
point clouds [MBC17], 3D meshes [CCS∗15, PKC∗17] or a vol-
umetric representation e.g. encoded by a signed distance function
(SDF) [TDL∗18]. For solid objects, like human bodies, 3D meshes
with a consistent vertex set over a few frames is often preferred over
point clouds due to higher compression ratios [PKC∗17] and higher
visual quality [ZOGS20]. At the same time a mesh representation
is not always ideal, especially for thin objects or hair. Finally, we
must also look at editing solutions [PKC∗16,PKCH18,MRS∗21] to
develop the full potential of a new media format. A probably unique
property of volumetric video is that it can be considered as both, a
linear medium like cinema or theater or an interactive medium sim-
ilar to games, where a seamless transition between short animation
cycles simulates life-like interactions [PKC∗16, HFM∗20].

The previous, highly compact description of existing volumetric
video pipelines illustrates well the great number of elements re-
quired to convert recorded content into a volumetric video. At the
same time it shows well the interaction of algorithms from com-
puter vision, computer graphics and geometry processing, includ-
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ing the side-effect that recent developments in one domain may take
some time to be adopted by the other field.

This tutorial has been designed with the following two goals in
mind: First, it should provide an overview of aspects required to
capture and distribute volumetric content and be a starting point
for related literature and open sourced projects. The second cen-
tral aspect of this tutorial is to raise awareness for related open
source projects to facilitate replicating volumetric video pipelines,
get access to an implementation of topics described in papers or
textbooks, and encourage to contribute to open source projects to
increase the personal reputation within the field.

2. Schedule

Part I - Capturing Volumetric Video with Open-Source Tools

• Photogrammetry pipeline
(Fabien Castan and Simone Gasparini – 25min)

• Low-cost volumetric video with consumer grade sensors
(Dimitris Zarpalas and Nikolaos Zioulis - 25min)

• Poisson surface reconstruction
(Misha Kazhdan - 25min)

Part II - Beyond Capturing

• 4D compression and streaming
(Andrea Tagliasacchi - 20min)

• Interactive volumetric videos
(Anna Hilsmann - 30min)

• Perceptual aspects on volumetric video quality
(Eduard Zell - 20min)

3. Lecturer Biographies

Fabien Castan is an R&D engineer at Technicolor Production
Services. He is specialized in computer vision for Visual Effects.
Graduated from IMAC engineering school (Image Multimedia Au-
diovisual and Communication), he previously worked at Duran
Duboi, Ubisoft Motion Pictures and Mikros Image. He has worked
on several research projects (French ANR and European projects)
in the field of photogrammetry.

Simone Gasparini is an assistant professor at Toulouse INP and a
member of the REVA research team at IRIT in Toulouse, France.
He holds an M.Sc. in computer engineering from the Politecnico
di Milano and a Ph.D. in Information Technology from the same
institution. His research domain is Computer Vision, with a partic-
ular focus on structure from motion, 3D reconstruction, augmented
reality and camera models and geometry.

Dimitrios Zarpalas is a senior researcher (grade C) at the In-
formation Technologies Institute (ITI) of the Centre for Research
and Technology Hellas (CERTH). He holds the diploma of Elec-
trical and Computer Engineer from Aristotle University of Thes-
saloniki, A.U.Th, an MSc in computer vision from The Pennsyl-
vania State University, and a PhD in medical informatics (Health
Science School, department of Medicine, A.U.Th). He joined ITI
in 2008, as an Associate Researcher. His main research interests
are on 3D/4D computer vision and machine learning, volumetric

video, 4D reconstruction of moving humans, their compression and
transmission in real-time; 3D motion capturing, analysis and evalu-
ation; 3D medical image processing and shape analysis of anatom-
ical structures.

Nikolaos Zioulis is an R&D engineer collaborating with the In-
formation Technologies Institute (ITI) of the Centre for Research
and Technology Hellas (CERTH). He holds the diploma of Electri-
cal and Computer Engineer from the Aristotle University of Thes-
saloniki, (A.U.Th), and is currently pursuing his PhD jointly at
CERTH/ITI and Universidad Politécnica de Madrid (UPM). His
research interests lie at the intersection of computer vision, com-
puter graphics and machine learning. He is also the technical lead
of the low-cost Volumetric Capture platform developed by the Vi-
sual Computing Lab of CERTH/ITI.

Michael Kazhdan is a professor in the Computer Science Depart-
ment at Johns Hopkins University. His research has focused on the
challenge of surface reconstruction and considers the manner in
which Stokes’s Theorem can be used for distributed and out-of-
core reconstruction of high-resolution models from data consisting
of billions of points. He has also been working on problems in the
domain of image-processing, developing efficient streaming algo-
rithms for solving the large sparse linear systems associated with
modeling terapixel images in the gradient-domain, and on prob-
lems in geometry processing, focusing on the evolution of signals
on surfaces, as well as the evolution of the surfaces themselves.

Andrea Tagliasacchi is a staff research scientist at Google Brain
and an adjunct faculty in the computer science department at the
University of Toronto. His research focuses on 3D perception,
which lies at the intersection of computer vision, computer graph-
ics and machine learning. In 2018, he was invited to join Google
Daydream as a visiting faculty and eventually joined Google full
time in 2019. Before joining Google, he was an assistant professor
at the University of Victoria (2015-2017), where he held the "Indus-
trial Research Chair in 3D Sensing". His alma mater include EPFL
(postdoc) SFU (PhD, NSERC Alexander Graham Bell fellow) and
Politecnico di Milano (MSc, gold medalist).

Anna Hilsmann heads the research group on Computer Vision &
Graphics at the Fraunhofer Heinrich-Hertz-Institute in Berlin, Ger-
many, since 2015. She holds a diploma in Electrical Engineering
from RWTH Aachen University and a PhD degree in Computer
Science (with distinction) from Humboldt University of Berlin. Her
research focuses on 2D/3D image and video analysis and synthe-
sis covering the whole processing chain from capturing, image-and
video analysis and understanding to modelling and rendering, and
lies at the intersection of computer vision, computer graphics and
machine learning.

Eduard Zell is heading the research group on 4D Crop Recon-
struction at the University Bonn (Germany), since summer 2020.
Previously, we worked on volumetric video as well as character
creation, perception and animation in academia or industry. He is
recipient of the Eurographics PhD Award and the best thesis of the
faculty award (Bielefeld University). Previous positions and educa-
tional background include Trinity College Dublin (Ireland), KAIST
(South Korea) and Bournemouth University (UK).
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4. Extended Abstracts

4.1. Photogrammetry pipeline

The ability to quickly generate a 3D model of an object is a key
problem in many applications, from the reverse engineering for 3D
printing to the content creation for Mixed Reality applications and
Visual Special Effects (VFX). In recent years, many solutions have
been proposed to generate 3D models from images using the well
known techniques of photogrammetry and stereo-vision.

In this tutorial we will present Meshroom, an open-source soft-
ware for 3D reconstruction from images. We will introduce its
graphical interface and show how you can use it. We will present
an example of usage in production in the context of VFX. We will
then detail the photogrammetry pipeline regarding both the sparse
and the dense part of the reconstruction pipeline. In the former, we
will address the steps, from the feature extraction and matching to
the Structure-from Motion to estimate the camera poses and gener-
ate the sparse point cloud of the scene. For the dense reconstruction
part, we will present the algorithms for estimating the depth maps,
generating the mesh surface and finally texture it. We will also
present some good practices and recommendations for the images
acquisition as it is fundamental for the quality of the final model.

Meshroom: github.com/alicevision/meshroom

4.2. Low-cost volumetric video with consumer grade sensors

While high-end setups currently support different facets of volu-
metric capture technology applications like content creation and
live telepresence, there is a need to transition towards lower cost,
portable setups for digitizing human performances, which are also
more suitable for experimentation and accessible research. To en-
courage progress towards this, a low-cost Volumetric Capture sys-
tem [SKP∗18] was developed and made openly available along
with documentation covering both its software and hardware as-
pects.

In this tutorial, apart from presenting and documenting its oper-
ational details, we will offer insights for its various design choices,
the challenges that were encountered, and the lessons learned.
These span both hardware and software topics like the selection
of sensors, the balancing of processing power and costs, the de-
sign of the system, and even tripod mounts to ensure the portability
of the setup. The presented system has been remotely and on-site
deployed in various places around the globe as one of its central de-
sign goals apart from affordability was its portability and usability.
The tutorial will also describe how these two important compo-
nents for the aforementioned aspects have been addressed, namely
the spatial [SDT∗20] (i.e. StructureNet) and temporal alignment of
the sensors, in ways that are sensor-agnostic – allowing for hybrid-
sensor deployments – and scalable, offering flexible capturing sce-
narios. However, as expected, these design choices come at a cost,
and the limitations of this approach will also be presented and dis-
cussed. Finally, the tutorial will present the work that has been
supported and enabled by this low-cost volumetric capture system,
showcasing potential uses. More importantly, taking into account
the ongoing data-driven revolution, such systems can be used for
easily collecting volumetric datasets, with an example being HU-
MAN4D [CSB∗20].

Volumetric Capture: vcl3d.github.io/VolumetricCapture/ Struc-
tureNet: vcl3d.github.io/StructureNet/

4.3. Poisson surface reconstruction

Reconstructing surfaces from scanned 3D points has been an ongo-
ing research area for several decades, and has only become more
important as commodity 3D scanners have become ubiquitous.
Classically, approaches for surface reconstruction have approached
the problem in one of three ways: (1) fitting a simplicial complex to
the point cloud and labeling simplices as either interior or exterior;
(2) evolving a base surface so that it fits the points; or (3) fitting an
implicit function to the point cloud and extracting an appropriate
level-set using algorithm like Marching Cubes [LC87].

In this tutorial we will review the Poisson Reconstruction
method [KBH06, KH13], an implicit method that takes as its in-
put an oriented point cloud and returns a surface that is robust to
noise, non-uniform sampling, and registration error. The key idea
is to show that an oriented input cloud can be treated as a sampling
of the gradient of field of an implicit function (specifically, the in-
dicator function) resulting in a method reducing the reconstruction
problem to the solution of a Poisson equation. Using an adapted
spatial data-structure to discretize the Poisson equation, the recon-
struction problem can be solved in time that is linear in the size of
the input. We will look at how the method can be refined by incor-
porating positional interpolation constraints. And, time-permitting,
we will consider how Dirichlet boundary constraints can be incor-
porated [KCRH20] to place hard constraints on the location of the
reconstructed surface.

Poisson Reconstruction: github.com/mkazhdan/PoissonRecon

4.4. 4D compression and streaming

We describe a realtime compression architecture for 4D perfor-
mance capture that is orders of magnitude faster than previous
state-of-the-art techniques, yet achieves comparable visual qual-
ity and bitrate. We note how much of the algorithmic complexity
in traditional 4D compression arises from the necessity to encode
geometry using an explicit model (i.e. a triangle mesh). In con-
trast, we propose an encoder that leverages an implicit represen-
tation (namely a Signed Distance Function) to represent the ob-
served geometry, as well as its changes through time. We demon-
strate how SDFs, when defined over a small local region (i.e. a
block), admit a low-dimensional embedding due to the innate ge-
ometric redundancies in their representation. We then propose an
optimization that takes a Truncated SDF (i.e. a TSDF), such as
those found in most rigid/non-rigid reconstruction pipelines, and
efficiently projects each TSDF block onto the SDF latent space.
This results in a collection of low entropy tuples that can be effec-
tively quantized and symbolically encoded. On the decoder side, to
avoid the typical artifacts of block-based coding, we also propose
a variational optimization that compensates for quantization resid-
uals in order to penalize unsightly discontinuities in the decom-
pressed signal. This optimization is expressed in the SDF latent em-
bedding, and hence can also be performed efficiently. We demon-
strate our compression/decompression architecture by realizing, to
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the best of our knowledge, the first system for streaming a real-time
captured 4D performance on consumer-level networks [TDL∗18].

In follow-up work [TSC∗20] we compressed the TSDF further
by relying on a block-based neural network architecture trained
end-to-end. To prevent topological errors, we losslessly compress
the signs of the TSDF, which also upper bounds the reconstruction
error by the voxel size. To compress the corresponding texture, we
designed a fast block-based UV parameterization, generating co-
herent texture maps that can be effectively compressed using exist-
ing video compression algorithms.

4.5. Towards Animations Volumetric Video

Photo-realistic modelling and rendering of humans is extremely
important for virtual reality (VR) environments, as the human body
and face are highly complex and exhibit large shape variability but
also, especially, as humans are extremely sensitive to looking at hu-
mans. Further, in VR environments, interactivity plays an important
role. While purely computer graphics modeling can achieve highly
realistic human models, achieving real photo-realism with these
models is computationally extremely expensive. Hence, more and
more hybrid methods have been proposed in recent years. We will
address the creation of high-quality animatable volumetric video
content of human performances. Going beyond the application of
free-viewpoint volumetric video, these methods allow re-animation
and alteration of an actor’s performance through (i) the enrichment
of the captured data with semantics and animation properties and
(ii) applying hybrid geometry- and video-based animation meth-
ods that allow a direct animation of the high-quality data itself
instead of creating an animatable model that resembles the cap-
tured data [HFM∗20]. Semantic enrichment and geometric anima-
tion ability can be achieved by establishing temporal consistency
in the 3D data [MHE19], followed by an automatic rigging of each
frame using a parametric shape-adaptive full human body model.
We will especially cover geometry- and video-based animation ap-
proaches that combine the flexibility of classical CG animation
with the realism of real captured data. For pose editing, we will ad-
dress example-based animation methods that exploit the captured
data as much as possible combined with kinematic animation of
the captured frames to fit a desired pose.

These methods can be combined with neural animation ap-
proaches [PHE20, PHE21], to learn the appearance of regions that
are challenging to synthesize, such as the teeth or the eyes, to fill
in missing regions realistically in an autoencoder-based approach.
We will cover the full pipeline from capturing and producing high-
quality video content, over the enrichment with semantics and de-
formation properties for re-animation and processing of the data
for the final hybrid animation. Our approach consist of a neural
face model created from volumetric performances that provides
a parametric representation of facial expression and speech. This
neural model allows synthesizing detailed facial expressions and
to interpolate faithfully between expressions. Based on this model,
we present an example-based animation approach that can synthe-
size consistent face geometry and texture according to a low di-
mensional expression vector. The texture is represented as dynamic
textures reconstructed from the volumetric data. Additionally, we
trained an auto-regressive network to learn the dynamics of speech

and disentangles style which enables us to animate visual speech
directly from text/visemes and perform simple and fast facial ani-
mation based on a high-level description of the content and to cap-
ture and adjust the style of facial expressions by modifying the low
dimensional style vector.

4.6. Perceptual aspects on volumetric video quality

Although, multi-view setups are generic to the captured content,
they are dominantly used for human performances. Eye tracking
experiments reveal that strong differences exist between the fixa-
tion time of different body parts suggesting that the head and up-
per torso should have substantially higher reconstruction quality
than the remaining body parts [MLH∗09]. General perceptual ex-
periments on meshes and 4D sequences suggest that smooth de-
formations, both in spatial and temporal domain, are less notice-
able than high-frequency noise. Interestingly not only the type of
deformation, but also the surface of the model has a strong influ-
ence whether the artifacts will be noticeable or not. While inaccu-
racies are easily recognized on smooth surfaces the same inaccu-
racies may remain unnoticed on rough surfaces [VS11, CLL∗13].
But not only the surface itself, but also the type of the representa-
tion seems to have a large impact on the perceived quality. Given
the existing compression algorithms for point clouds and polygon
meshes, mesh representations seem to achieve a better trade-off be-
tween perceived quality and compression rate [ZOGS20]. Finally,
low level cues which have been studied extensively in the context
of low polygon modelling and LOD creation will be considered as
well [LRC∗03].
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