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Abstract

Characters are of paramount importance in computer graphics since they enrich 3D worlds with immersion and
life, and extend the range of possible applications. They are also very complex objects to manage due to their
articulated structure, to their motion-dependent deformations, and to the familiarity we have with them.

With the wide variety of issues to be considered when modeling, rendering, and animating characters, lots of work
has focused on character representation and animation. In this STAR we present core and recent techniques to au-
tomatically generate a skeleton from a character representation, in order to animate it with bone-based animation
techniques. We then present core and recent methods for computing the deformation of the skin according to body

movements.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computational Geometry and Object Model-
ing]: Hierarchy and geometric transformations 1.3.7 [Three Dimensional Graphics and Realism]: Animation

1. Introduction

With respect to other objects encountered in computer
graphics, characters are very specific deformable articulated
objects. Their anatomical complexity is high and their ani-
mation has to match as closely as possible to the anatomical
and physiological behavior of the bodies, especially because
of the important ability for humans to perceive these kinds
of motions.

For more than twenty years, different approaches and
methods have been proposed to allow for the visual repro-
duction of anatomical behavior of character bodies in mo-
tion. The two main aspects that are taken into account are
the simulation of the character body movements with an
articulated skeleton and its control, as well as the skin de-
formation that should be coherent with respect to the skele-
ton motions and the functional anatomy of characters. From
videogames, movies, entertainment and leisure applications
to virtual tourist guides, presenters and training simulations
for instance, recently more and more virtual environments
require the simultaneous integration of a high number of
characters. It therefore raises new interests and motivations
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to research and develop optimization methods for the gener-
ation, rendering and animation of characters.

This STAR studies the evolution and achievements of
methods focusing on characters. It is worth noting that we
do not cover here work on motion retargeting and motion
synthesis to automate the generation of animation data. The
research topics considered in this STAR are methods for
the animation of characters, including skeleton skinning ap-
proaches, methods for the optimization of character genera-
tion with automatic extraction and generation of skeleton.

2. Automatic Generation of Skeleton

In this Section, we review existing methods to generate op-
timized representations of characters. A virtual character
is composed of two main features which are its animation
structure and its shape. Mainly, the animation structure of
a character is based on the articulated model with skele-
tons. First the different approaches to automatically extract
or generate skeletons are detailed. We then present optimiza-
tion methods for the appearance of characters. Finally, the
optimization issues of character animation are introduced,
which should consider both animation structures and shapes.
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2.1. Automatic Generation of Skeleton

Most of the time, the articulated character is composed of
a geometric structure and a skeleton that is bound to the
geometric model typically by manual interactions defining
a correspondence between the primitives of each structure.
Some additional bindings must be performed to couple skin
surface motions to those of the skeleton; this can be done
for example by generating spring networks or spatial defor-
mation fields. These two processes are particularly tedious,
especially when the model to be articulated is given only as a
boundary representation. Some attempts have been proposed
to automatically generate the articulated skeleton from a 3D
surface or shape. The main expected advantage is to have an
immediate mapping of the skin to the skeleton, in addition to
the generation of the skeleton itself. The main difficulty of
the automatic generation of skeleton is to map the articulated
skeleton to the extracted geometric skeleton, particularly if
the topology of the articulated skeleton is predefined such
as for humans for instance. There is no guarantee that the
topology of the extracted geometric skeleton will match the
predefined topology of the corresponding articulated one.
Moreover, the geometric skeleton only defines the location
of the joints, but does not contain the rotation axis.

2.1.1. Medial Axis-Based Methods

Some of the existing approaches are based on the genera-
tion of the medial axis, which is further simplified in or-
der to catch the appropriate articulated structure of the 3D
shape. Bloomenthal [B1099] proposes a method to derive a
geometric skeleton from the medial axis of a static object.
An articulated skeleton is further attached to the geomet-
ric and is used to control and alter the shape of the object
for animation. The shape of the object is reconstructed from
the updated geometric skeleton once it has been updated by
the articulated one. Teichmann et al. [TT98] create an ar-
ticulated control skeleton and bind it to the surface by first
computing an approximate medial axis of the 3D mesh using
3D Voronoi diagram. The medial axis is then simplified re-
sulting in a tree structure made of chains of edges and nodes.
Selected nodes are interpreted as joints of a skeleton, and the
chains connecting them as its limbs, as illustrated by Fig.1.
A spring network is then produced to bind the skeleton to
the boundary, so that skeletal motions will update the sur-
face boundary as specified by the animator.

Wade et al. [WP02a] also describe an algorithm decom-
posed in automatic steps for generating a control skeleton.
The main process consists in discretizing the 3D shape by
voxelization, computing the corresponding Discrete Medial
Surface (DMS), and then using the DMS both to create the
skeletal structure and to attach the vertices of the model
to that structure. Unlike previous methods, the algorithm is
fully automated, requiring very little user input. Lazarus et
al. [LV99] provide an approach that is expected to overcome
the limitations of medial axis for boundary-based represen-
tations. The proposed paradigm constructs one dimensional

Figure 1: Generation of control skeleton from approximate
medial axis of the 3D mesh, [TT98].

axial structures associated with a polyhedral surface. These
structures are called the Level Set Diagrams (LSD). They
are associated with scalar functions defined over the set of
vertices of a polyhedron. They catch the overall shape and
the topology of an object and can be used for deforming or
animating an object. The skeletons for a human, a dolphin
and a horse are tested in their work, while Fig.2 illustrates
the method for a cow. However, the skeleton proposed for
the human shape is not accurate for animation as the loca-
tion of joints and segments do not correspond to anatomi-
cal joints and limbs with enough accuracy. This is partic-
ularly obvious for the hand. A similar diagram based on
the Reeb graph has been investigated by Kanongchaiyos et
al. [KS00]. An alternate method, based on the computa-

Figure 2: Skeleton extraction using Level Set Diagrams,
[LV99].

tion of the repulsive force field with ray-casting, has been
suggested by Liu et al. [LWM™03]. Local minimal points
are selected as joint candidates, and a modified thinning al-
gorithm is used to identify the final joints. Skin vertices
are then bound to the resulting skeleton for animation us-
ing SSD. Du et al. [DQO04] propose to use diffusion equa-
tions to approximate medial axis of arbitrary 3D objects
represented by arbitrary topological polygonal for skeleton-
based shape manipulation. The skeletonization method al-
lows user interactions in order to build user-controlled skele-
ton. Yoshizawa et al. [YBS03] propose an automatic method
where a control animation structure and the associated skin-
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ning information are automatically obtained from a 3D sur-
face. A skeletal mesh is first extracted from a given 3D sur-
face using a Voronoi-based medial axis approximation, see
Fig.3(a). This skeletal mesh is then deformed with an inter-
active FFD scheme, detailed in [YBS02]. During this skele-
tal deformation process, control points are first associated
to the skeletal mesh and FFDs are applied to the skeletal
mesh so that it follows the control points’ displacements, see
Fig.3(b). The 3D surface is further reconstructed according
to the skeletal mesh deformation. A 2-steps post-process is
finally applied in order to remove unwanted artifacts such
as folds, protrusions and global and local self-intersections,
see Fig.3(c). Gagvani et al. [GSO1] propose a voxel skeleton
based method to animate a character model made of volume
data, and they compute the skeleton of the Visible Human
data set. In a first step, the volume data set is skeletonized
then a skeleton tree is defined by connecting voxels, prior
to animate it using motion capture data. Finally, the volume
data set is regenerated to match to the skeleton tree and the
volume animation is produced.

(c)

Figure 3: Two steps (a)(b) to extract information and a sam-
ple resulting deformation (c), [YBSO03].

Most of the medial axis-based approaches are sensitive
to noise and deformation, which is particularly critical for
extracting articulated skeletons from human scan data sets.
Moreover, there is no guarantee on the topology of the ex-
tracted skeleton. This may not be important for all characters
but is mandatory for skeletons with a fixed and predefined

topology.

2.1.2. Template-Based Methods

To improve the quality of animation data from motion cap-
ture, Silaghi et al. [SPB*98] propose a method to identify
a skeleton based on the optical marker trajectories com-
pared locally to a skeleton. This idea has been extended by
Herda et al. [HFP*01]. Carranza et al. [CTMS03] also fit a
multi-layer skeleton to body animation, using also videos.
Seo et al. [SCMTO03] present a template-based method to
generate automatically human body, including the body
shape and the control skeleton, from body measurements.
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The main idea consists in fitting a pre-defined template
model to match a set of constraints corresponding to body
measurements. The skeleton of the template model is ad-
justed to match the body measurements. The reconstruc-
tion process maintains the coherence between the resulting
skin and skeleton. A previous template-based approach has
also been proposed to reconstruct body shape from two pho-
tographs by Lee et al. [LGMTO0]. Starck et al. [SCS*02]
aim at animating high-resolution human surface data cap-
tured from commercially available 3D active sensing tech-
nology. They apply a model-based approach, by matching
a generic control model to the acquired surface data. The
generic model is registered with the surface data using a set
of interactively defined feature points, referred as landmarks,
and joint locations to recover the model posture. The generic
model is further automatically fitted to the surface data as a
shape constrained deformable surface. A similar approach is
proposed by Moccozet et al. [MDMT*04] with a full recon-
struction pipeline producing a close to animatable approxi-
mation of character scanned data, as illustrated by Fig.4. It
is based on fitting a human template model as defined by
Seo et al. [SMTO03], and includes both the skin surface and
the animation control information of the scanned data. An
initial location of landmarks is automatically defined from a
multi-scale morphological analysis of the 3D data surface.
Reveret et al. [RFDCO0S] propose a method based on prin-
cipal component analysis for the automatic generation of
control skeletons of four legged animals. They use a set of
skeletons built by a skilled animator as the learning database.
The resulting morphable skeleton model can be adjusted to
any 3D quadruped model by taking three measurements on
the mesh projected as a side view. Animation is further con-
trolled with smooth skinning for geometry binding.
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Figure 4:
[MDMT?"04].

Template-based  reconstruction  pipeline,

Template-based methods rely on prior knowledge of the
articulated structure of the articulated 3D shape to build. A
drawback of this approach is that it is not general and re-
quires producing a template for each family of articulated
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shape to handle. In addition, these methods usually require
features extraction for template matching, e.g. landmarks,
which is difficult to control in a fully automatic way.

2.1.3. Mesh Decomposition-Based Methods

Although in [JTOS5] an underlying skeleton is implicitly
extracted by clustering triangles with similar rotation se-
quences, indicating the near-rigid structure of the mesh an-
imation, work with a specific focus on mesh decomposition
to extract skeleton have been proposed. Katz et al. [KT03]
apply a hierarchical decomposition algorithm to define a
method for generating and attaching an articulated control
skeleton to a given polyhedral surface. Once the main com-
ponents of the objects have been segmented and identified
by the decomposition algorithm, joints are hierarchically po-
sitioned between them and attached to the skin surface as
shown by Fig.5. A similar technique is proposed by Lien et
al. [LAOS] where the authors use an approximate convex de-
composition that partitions a model into nearly convex com-
ponents. A skeleton of the model is then extracted from the
convex hulls of the nearly convex components. This process
is iterated until the quality of the skeleton becomes satis-
factory. They also demonstrate that this can be used to gen-
erate natural skeletal deformations. They compare their re-
sults with [KT03] and [WML*03], and show that the skele-
ton extraction remains stable and robust under perturba-
tion and deformation. The method proposed by Anguelov et

Bom,
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Figure 5: Polyhedral surface and associated reconstructed
skeleton, [KTO3].

al. [AKP*04] starts from a set of 3D meshes corresponding
to different configurations of an articulated object. The algo-
rithm automatically recovers a decomposition of the object
into approximately rigid segments, the location of the seg-
ments in the different object instances, and the articulated
object skeleton corresponding to the segments, see Fig.6.
The algorithm registers the input meshes with a correlated
correspondence algorithm. It then iteratively evaluates the
segment assignment for each point and the rigid transforma-
tion of each segment. Finally, the joints are estimated with
articulation constraints.

Similarly to the previous family of approaches, segmenta-
tion methods do not guarantee the topology of the extracted
skeleton, although some of them show that they are quite ro-
bust and stable under noise, perturbation and deformation.
More precise and stable results can be obtained with meth-
ods that use a set of data scans from the same subject in
different postures.

Figure 6: Automatic decomposition of articulated object
into rigid parts, [AKP*04].

2.1.4. Discussion on Skeleton for Characters

Based on this survey and on Section 3, the following taxon-
omy regarding articulated skeleton generation for characters
can be considered.

1. Direct binding approaches
A skin shape and a pre-defined skeleton are first produced
separately and the skin is then bound to the skeleton.
Traditional approaches consist in interactively or semi-
automatically placing the skeleton inside the skin and
in associating skin vertices to skeleton limbs in order
to bind the skin deformations to the skeleton motions.
These methods are usually time-consuming and greatly
rely on the skills of designers. The accuracy of the skin
deformations is closely related to the correct placement
of the skeleton with respect to the skin shape. It usually
requires a lot of interactive tuning and refinements in or-
der to achieve a correct and appropriate binding.
2. Pseudo-anatomical approaches

In pseudo-anatomical approaches, intermediate layers are
attached to the pre-defined skeleton. They usually mimic
the behavior of a muscular layer and reproduce the real,
i.e. active muscles, or visual behaviour. The geometric
primitives associated to the layers can be deformed ac-
cording to the posture of the skeleton. Once these geo-
metric primitives have been adjusted to match the cur-
rent skeleton posture, a geometric skin is produced to re-
flect the posture. The geometric skin can be either gener-
ated from the muscle layers at each frame or deformed to
match to the shapes of the muscle geometric primitives.
The main advantage of these approaches is that the artic-
ulated character is iteratively built from the skeleton layer
to the skin layer, which creates a close binding between
the skeleton motions and the skin deformations. In addi-
tion, these approaches allow modeling a wide range of ar-
ticulated characters and are not limited to a specific type.
The main drawback is related to the building of the char-
acter, which is usually tedious and time consuming. Ad-
ditionally, existing methods are mainly focused towards
the deformations during motion and do not address the
issue of modeling new characters, which usually requires
to start from scratch and create all the intermediate lay-
ers from the skeleton to the skin. Some methods provide
example-based features and propose to adjust some pa-

(© The Eurographics Association 2007.



T. Di Giacomo & L. Moccozet & N. Magnenat-Thalmann & R. Boulic & D. Thalmann / Character Skeletonization and Deformation 51

rameters of the multi-layer structure in order to reflect
possible modification of anatomy if the underlying skele-
ton structure is the same.

3. Skeleton extraction-based approaches
In these approaches, the articulated skeleton is directly
extracted from the skin shape. The main advantages are
that the resulting skeleton catches the structure of the
shape and that the binding between the skeleton and the
skin is immediately available from the extraction process.
The drawback is that extracted skeletons are usually too
complex to reflect the skeleton structure and that it is not
immediately usable. Although it does not provide joint
axis of the articulated structure, this family of methods
provides continuously improving results.

4. Example-based approaches
In example-based approaches, a pre-defined articulated
template model is fitted to match some data extracted
from the instances to model. The main limitation is that
these methods are based on pre-existing know-how and
are therefore limited to a given range of articulated mod-
els: a new template has to be built for each kind of charac-
ter. On the other hand, the binding between the skin and
the skeleton is immediate and depending on the methods
used to fit the template to the input data, it is possible to
get a multi-modal reconstruction scheme to handle low
and high levels data input, including sparse and incom-
plete data, for the reconstruction.

New approaches are currently investigated that do not
limit capturing techniques to catch the static shape or the
skeleton motion but instead consider at the same time dy-
namic shapes and skeleton motions in order to automate the
building and deformation of articulated character. Sand et
al. [SMPO3] propose a method for the acquisition of de-
formable human geometry from silhouettes. The SCAPE
method (Shape Completion and Animation for PEople) pre-
sented by Anguelov et al. [ASK*05] is a data-driven method
for building a character shape model based on a database of
3D scan data from different people and poses. In [PHO6],
Park er al. present a technique for capturing and animat-
ing human body motions using a commercial motion capture
system with approximately 350 markers.

In the two first approaches, the skeleton is pre-defined
and the skin shape is later either attached and connected to
the skeleton or fleshed and skinned with pseudo anatomi-
cal shapes. The critical issue is then to properly attach of
flesh the skeleton so that the resulting shape deformations
accurately follow the skeleton motions. We will survey in
the next section the different related approaches.

In the third approach, the skeleton is explicitly extracted
from a single shape or from a set of shapes in different poses.
Most of the time the automatic extraction defines also a pa-
rameterization of the skin shape with respect to the skeleton,
which can further be used for animation. We will see in the
next section that data driven skinning methods can be con-
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sidered as an extension of these approaches and are used to
extract an implicit or explicit skeleton together with skinning
information from a set of input shapes.

In the last approach, pre-defined models are used as tem-
plates and deformed to match a set of input information to
produce new instances. The skeleton and the skinning in-
formation is automatically adjusted to the new instance. As
we will see in the next section, the investigation of hybrid
methods combining example-based and skeleton extraction-
based approaches should lead to the development of robust
and accurate frameworks for (re)construction of deformable
articulated characters. Data-driven techniques can be consid-
ered as the emerging combination of skeleton extraction and
template-based methods as they use real shape data to de-
fine a deformable model of shapes with explicit or implicit
skeletons.

3. Deformation and Skinning

Many different approaches have been proposed to con-
nect a deformable skin to its underlying skeleton. They
can be roughly subdivided into three main categories:
skeleton-based deformations, physics-based approaches,
and example-based approaches.

3.1. Skeleton-Based Deformations
3.1.1. Sub-Space Deformations

The skeleton-driven deformation, a classical method for
basic skin deformation is probably the most widely used
technique in 3D character animation. In research lit-
erature, an early version was presented by Magnenat-
Thalmann et al. [MTLT88] who introduced the concept
of joint-dependent local deformation with operators to
smoothly deform the skin surface. This technique has been
given various names such as sub-space deformation (SSD),
linear blend skinning, or smooth skinning. This method
works first by assigning a set of joints {1,...,n} with weights
to each vertex v of the character. The deformation of a vertex
v is then computed by a weighted combination of the trans-
formation 7} of the influencing joint j with the following
function:

S(vo) = (i. w i)
L

The skeletal deformation makes use of an initial neutral
pose. While this method provides fast results and is compact
in memory, its drawbacks are the undesirable deformation
artifacts in case of important variation of joint angles among
the influencing joints.

In [MTGO3], Mohr et al. addresses a crucial issue related
to linear blending skinning: setting the appropriate vertex
weights values. Their paper surveys existing linear blend-
ing skinning and skin authoring methods. The most current
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approach consists in using a 3D color painting interface to
interactively paint the vertex weights directly onto the skin
surface using color gradation. Although the painting inter-
face may seem attractive for designer it is difficult to assess
the resulting deformations from the painted weights values.
As stated by the authors, "all control of the deformation of a
linear blend skin is achieved by varying each vertex’s influ-
ences and weights. Unfortunately, setting these parameters
is difficult because deformed vertex positions are only im-
plicitly related to the vertex weights." Their approach is ex-
pected to release users from having to interactively assign
weights by letting them adjust deformations directly. De-
signers may directly position deformed vertices using any
vertex manipulation or mesh sculpting tool. An algorithm
computes the range of possible deformations, projects these
desired vertex positions onto this authorized range, and com-
putes the weights automatically. This approach frees design-
ers from having to manually set weights by letting them up-
date deformations directly.

In Wang et al. [WP02b], the authors propose an interest-
ing extension of SSD based approaches: the multi-weighting
approach assigns each vertex one weight for each coefficient
of each influencing joints transformation matrix instead of a
single weight per influencing joint. It therefore defines a new
deformation function with a high dimensional input space:
12 weights/vertex/bone, to provide the resulting skinning ap-
proach with an increased flexibility to control and transform
each skin vertex. As it would be almost impossible to define
the multi-weights values interactively, an automated process
is proposed in order to automatically estimate the set of val-
ues. The authors propose to derive the multi-weights from
a set of examples poses. This initial set of poses can be
produced from any variety of sources. Each bone must also
be assigned with an influence map, which defines its influ-
ence over the surface vertices. The influence maps are user-
defined. The user must also provide a scaling parameter in
order to control the smoothness of the deformation solution
and avoid overfitting, when large weights deform skin badly
on a new pose. The training poses are then used as examples
to estimate the multi-weight vectors using a statistical anal-
ysis (Principal Component Analysis) and a modified least
square optimization methods. The weights computed from
the set of training poses generalize to other postures.

Several attempts have been made to overcome the lim-
itation of geometric skin deformation by using examples
of varying postures and blending them during animation.
Aimed mostly at real-time applications, these example-
based methods essentially seek for solutions to efficiently
leverage realistic shapes that come either from captured skin
shape of real people, physically based simulation results, or
sculpted by skilled designers. Mohr et al. [MGO03] have pre-
sented an extension to SDD by introducing pseudo-joints.
The skeleton hierarchy is completed with extra joints in-
serted between existing ones to reduce the dissimilarity be-
tween two consecutive joints. These extra joints can also be

used to simulate some nonlinear body deformation effects
such as muscle bulges. Once all the extra joints have been
defined, they use a fitting procedure to set the skinning pa-
rameters of these joints. The weights and the dress position
of the vertices are defined by a linear regression so that the
resulting skin surface fits to example body shape designed by
artists. Having weights well defined, those examples could
be discarded during runtime. Mohr ef al. [MGO03] state that
the Multi-Weighting Envelop [WP02b] is most similar to
their approach: both approaches propose an extension of
linear blend skinning as an underlying deformation model.
However, Multi-Weighting Envelop is adding more vertex
weights to the model whereas Mohr ef al. adds more joints.

Kavan et al. [KZ05] are also aiming at addressing the in-
trinsic limitations of linear blending such as collapsing joints
or twisting problem. Their basic idea consists in moving to
another interpolation domain. To this end, they interpolate
the transformations instead of the transformed vertex po-
sitions. They use quaternions to represent transformations
consisting as translation and rotation. As they move to non-
linear interpolation domain with quaternions, they have to
cope with two problems for which they propose accurate so-
lutions: estimation of the rotation center and the interpola-
tion of multiple quaternions. The main author has proposed
an extension of this initial work in [KCZOO07] with dual
quaternion blending. The resulting method can easily be im-
plemented in GPU for real-time environments. An additional
advantage of the proposed approach is that it does not re-
quire additional inputs with respect to the traditional linear
blending skinning and existing skinning systems can be eas-
ily adapted to quaternion based skinning. The authors how-
ever state the limitations of their approach: dual quaterninon
blending skinning does not help to produce realistic mus-
culature or dynamic effects and is not suitable for models
whose parts can scale or shear such as cartoon characters.

Recently, Merry et al. [MMGO6] proposed a framework
called Animation Space, for generalizing SSD by keeping
it linear and with the goal to reduce initial shortcomings of
SSD (especially collapses during bending).

3.1.2. Skin Mapping

An example of this approach is proposed by Thalmann et
al. [TSC96] where ellipsoids are attached to the control
skeleton to define a simplified musculature. The main pa-
rameters of the ellipsoids, the axis, are depending on joint
angles. To produce the final skin for rendering, the ellip-
soid muscles are combined together in metaballs. Cani et
al. [CGDY7] propose to use an automatic skinning algorithm
based on swept surfaces. The skeleton is used as a path for
extrusion of interpolating spline surfaces. This approach is
called automatic fleshing of skeletons and it wraps a regular
skin around the skeleton of an object. This skeleton coating
process is based on various surface operators proposed in or-
der to create complex shapes from simple surfaces such as
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welding and pinching. Skin binding is achieved by linking
the skeleton to the skin with stiff springs.

Figure 7: Layers of the elastic surface layer model, [TG98].

Turner et al. [TG98] propose a more sophisticated multi-
layers structure, see Fig.7, where the skin is modeled as an
elastic surface, muscles as ellipsoids, and connective tissues
as springs connecting the skin surface to the muscles.

Generally, it appears that in skin mapping the skin is pro-
duced separately as a geometric surface and attached to the
bones. Intermediate data structures or layers can also be used
in order to connect the skin to the skeleton. Two main con-
straints have to be considered:

e The skin has to follow the motion of the skeleton and to
keep globally the same relative position;

e The skin has to mimic the real behavior of the physiol-
ogy and anatomy of the character simulated. The shape of
muscles is changing according to the posture and there-
fore local deformations have to be controlled and adjusted
along the limbs and at the joints.

The first issue consists in segmenting the skin and in bind-
ing each skin segment to the bone segment(s) that is(are)
expected to control it during motion. Then, it is required to
define a local representation system so that each skin seg-
ment can be represented locally with respect to the influenc-
ing bone segments. Once the local representation is defined
between the skin and the skeleton, skeleton driven deforma-
tion can be applied to deform the skin when the skeleton is
in motion. In most of the skeleton driven deformation mod-
els, the articulated character is made of two layers: skin and
skeleton. More complex models include intermediate lay-
ers in order to improve and refine the control of the skin.
For example, a complex layered elastic framework for ani-
mated characters is proposed by Chadwick et al. [CHP&9].
An intermediate muscle layer is introduced between the flex-
ible skin and the rigid skeleton. This intermediate structure
is made of Free-Form Deformation (FFD) control boxes at-
tached to the skeleton. The control boxes shapes are param-
eterized with the joint angles of the skeleton. Two main de-
formation operators are applied to the control boxes, the first
one control the bending of the mesh around the joint and the
second one mimic the muscle behavior by inflating the skin
along the bones to replicate muscle contraction effect. Simi-
lar extended and optimized approaches have been proposed
in Moccozet et al. [MMT97] where the deformable skin is
embedded inside a control lattice. Singh et al. [SK00] pro-
pose an alternate intermediate structure which consists of a
low resolution mesh instead of a control lattice.
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In [KGOS5], Kho et al. propose a technique for implicitly
defining skeleton based deformation of unstructured poly-
gon meshes. The implicit skeleton is defined by interac-
tively sketching curves onto the 3D shape in the image
plane. The proposed approach is quite similar to a family
of Free-Form Deformations known as axial-based deforma-
tions [Cha94,L.CJ93,QP97]. However the user interactions
seem much more intuitive. The designer draws a pair of
curves on the image plane. The second curve is interpreted as
a deformation of the first one. The reference curves drawn by
the user on the image plane are used to simultaneously seg-
ment the mesh, serve as a control handle for the deformation,
and define the scalar field to parameterize the region to de-
form. The reference curve is scaled and bent to match the
target curve. The vertices of the mesh are connected to the
reference curve in order to be translated and rotated along
with the reference curve.

In [ZHS*05] Zhou et al. describe a deformation system
providing a close interaction scheme: the designer initially
specify a curve on the mesh surface, called the original con-
trol curve. The resulting 3D curve is projected onto one or
more planes to obtain 2D editable curves. Once edited, the
modified 2D curves are projected back to 3D to get the de-
formed control curve, which is used to control the defor-
mation. The deformation model is based on the volumetric
graph Laplacian (VGL). A graph representing the volume
inside the initial mesh is constructed, which encodes volu-
metric details as the difference between each point in the
graph and the average of its neighbors. Volumetric details
are preserved by minimizing a quadric energy function in
a least-squares sense, distributing error uniformly over the
whole deformed mesh. The authors apply the deformation
scheme to deformation retargetting. However it could also
be used to control articulated characters.

3.1.3. Anatomically-Based

Skeleton skinning has also been investigated to simulate
anatomy and reproduce as closely as possible the anatom-
ical behavior of characters, such as the work of Scheep-
ers et al. [SPCM97] and Wilhem et al. [WV97], see Fig.8.
Anatomy based modeling considers that using flexible sur-
faces at joints and along the limbs is an oversimplification
and thus adopts a similar approach as artistic anatomy, as-
suming that the skin surface changes may be more accu-
rately represented as the result of the behavior of the under-
lying anatomical structures such as muscles, fat and connec-
tive tissues. Complex volumes are used to approximate the
real shape of muscles with tendons attachments to the bones.
Various approaches have been investigated:

e Passive muscles, where geometric or physics-based defor-
mations are used to adjust the shape of the muscle to the
current posture of the skeleton;

e Active muscles, where biomechanical physics-based de-
formation models are used to simulate the dynamic behav-
ior of muscles, such as proposed by Chen et al. [CZ92].



54 T Di Giacomo & L. Moccozet & N. Magnenat-Thalmann & R. Boulic & D. Thalmann / Character Skeletonization and Deformation

Muscles elongation and contraction, see equation below
[SPCM97], are used to activate the skeleton joints and
produce motions:

r=(1—=0rm+ktrn=(1—t+kt)r,

where k is a tension control parameter, ¢ a tension param-
eter, r the ratio of the width and height of the muscle, and
ry this ratio in a fully relaxed state.

Figure 8: Realistic musculature structure attached to the
skeleton (left), [SPCM97]. Anatomy based modeling of ver-
tebrae animals (right), [WV97].

Aubel et al. [ATO1] define a two-layered muscle model
suitable for computer graphics applications. A muscle is de-
composed into two layers: a skeleton and a surface mesh.
The skeleton is simply defined by the action lines of the mus-
cle. This idea is based on the work by Nedel et al. [NT98].
Each vertex of the muscle mesh is parametrized by one or
two underlying action lines so that the deformations of the
muscle shape are driven by the associated action lines. It
therefore reduces the 3D nature of the elasticity problem to
1D for fusiform muscles (one action line) and 2D for flat
muscles (several action lines). Each action line is approxi-
mated by a polyline associated to a 1D mass-spring-damper
system. The muscle insertion and origin are anchored to the
skeleton joints in order to estimate the action lines deforma-
tions from skeleton motions. Collisions avoidance between
components is handled with repulsive force fields.

belly ~

tendon —

Figure 9: Structure of a generated ellipsoidal muscle,
[PCLSO05].

Pratscher et al. [PCLS05] propose a different approach
to anatomical models. Rather than modeling internal tissues
and attaching a skin to it, they generate a musculature from a
skeleton and a skin mesh at a rest pose, with what they called
an outside-in approach. Once the muscles are generated, the
deformation model can be arbitrary, in their paper they use
the procedural model of [SPCM97], and a new geometric
model they propose, based on multiple poses and multiple
musculatures generation.

In more details, to generate the muscles, first the mesh
is partitioned into regions corresponding to bones, with sur-
face normal test direction and Laplacian smoother for sur-
faces with high-frequency geometry. Then the user option-
ally specifies a plane for generating a muscle pair, processed
by automatic fitting of two ellipsoidal muscles and connect-
ing tendons using four points for each, see Fig.9. Finally,
users can refine the layout of the muscle primitives. Con-
cerning the proposed skin deformation model, it is based on
radial deformation along the ellipsoids, using several shells
(hard, sticky, drop) that the user can vary. After deforming
points in local space, they are returned to world space either
using the ellipsoid transformation matrix, or with the addi-
tion of an accessory copy of the ellipse to stretch the surface,
or finally with a parametric curve to provide a trajectory op-
tion.

3.2. Physics-Based Approaches
3.2.1. Elasticity and Energy

Since Terzopoulos et al. [TF88, TW88], various approaches
have been proposed to introduce more realism by intro-
ducing dynamic-based deformations such as proposed by
Faloutsos et al. [FVT97]. Among the most recent ones,
Capell et al. [CGC*02] introduce a framework for skeleton-
driven animation of elastically deformable characters. The
proposed framework is somehow similar to FFD-based an-
imation approaches as it embeds the object in a control
lattice. However, the authors use continuum elasticity and
FEM to compute the dynamics of the object being deformed.
Bones of the control skeleton are restricted to lie along the
edges of the control lattice, so that the skeleton can be con-
sidered as a constraint in the dynamic system. The animator
specifies the skeleton and the control lattice interactively, see
Fig.10. A joint is created by clicking on the object and it is
placed midway between the 2 mouse ray/surface intersec-
tions to ensure that joints are centrally located inside the ob-
ject. By selecting a root joint and defining bones, a complete
control skeleton can be defined. The control lattice is also in-
teractively constructed by the user by adding cells incremen-
tally and updating the control vertices as needed. Although
the authors stated that existing volumetric meshing schemes
should allow the automatic construction of the control lat-
tice, they acknowledged that several hours are required even
for an experienced user to create a moderately complex con-
trol lattice.

(© The Eurographics Association 2007.
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Figure 10: Interactive construction process for skeleton-
driven animation, [CGC*02].

Recently, Huang et al. [HSL*06] have presented a method
extending existing gradient domain name mesh deformation
approaches. We include it in this STAR since, with their
method, skeleton constraints are possible, see Fig.11, and
thus it is usable by rigidifying bones for character animation.
Actually, they handle both linear and non-linear constraints,
such as the skeleton constraints among others, handled as a
quasi-linear constraint, with a non-linear energy minimiza-
tion problem, and solve it with iterative algorithm.

rrey

Figure 11: Deformation with skeleton constraint, third im-
age from the left, and without skeleton constraint, last im-
age, [HSL*06].

For that, a subspace technique building a coarse mesh
around the original mesh is developed and then the deforma-
tion energy and the constraints are projected onto the con-
trol mesh vertices. This ensures a lower number of vertices,
but also a faster and more stable convergence due to the
smoothness of the mean value used for the projection. Practi-
cally, the user draws strokes corresponding to bones, and the
method generates automatically the skeleton segments and
associated constraints.

3.2.2. Rigging Dynamics

As stated by Capell et al. [CBC*05], “elastic simulation has
proved to be a powerful method both for automatically cre-
ating plausible skeleton-dependent deformations and for in-
troducing secondary motions”. Elastic simulation has been
recently extended by Capell et al. [CBC*05] to provide
more control and flexibility at interactive rate by introducing
force-based rigging. Force-based rigs provide more flexibil-
ity to the animator for controlling the shape, other than by
only moving the skeleton, as illustrated by Fig.12. The real-
ism of the deformations is improved by introducing a colli-

(© The Eurographics Association 2007.

sion scheme for managing collisions near creases. Rig forces
can be computed from sculpted or measured surface defor-
mations. Moreover, rigs can be transferred between charac-
ters.
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Figure 12: Sample rig on a cow with resulting deformations,
and constrained deformations on a Ganesh-like character,
[CBC*05].

Larboulette er al. [LCAOS] present flesh elements to add
secondary dynamic effects to the skinning while Guo et
al. [GWO0S] propose a pseudo-anatomical skinning method.
In this work, their purpose is to provide a simple interme-
diate layer between the skeleton and the skin, namely the
chunks, to avoid the tedious design of the anatomical layers.
Their hypothesis is that internal anatomical structures do not
need to mimic the real ones. A chunk is a deformable struc-
ture modeled as a set of nodes connected by links in a multi-
sliced structure, automatically extracted from a few patches
designed on the skin by the user. All chunks are connected
and constitute a continuous layer between the skeleton and
the skin. When large volume of space needs a huge amount
of nodes to fill it up, it is possible to reduce computational
cost by only taking a thinner layer of space between the
skin and a base shell attached to the skeleton. Deformations
of chunks, controlled with a finite element method (FEM),
are adjusted according to the skeleton posture. The authors
demonstrate that their approach is able to depict most of the
visual aspects of skin deformations generated by real inter-
nal anatomical structure and particularly by muscle contrac-
tions. However, the final visual results and the computational
costs greatly rely on the designed chunks architecture and
therefore on the designer’s skills.

3.3. Example-Based Approaches
3.3.1. Pose-Space Deformation

The idea of Pose Space Deformation (PSD) [LCFO00] ap-
proaches is to use artistically sculpted skin surfaces of vary-
ing posture and blending them during animation. Each ver-
tex on the skin surface is associated with a linear combina-
tion of radial basis functions (RBF) that compute its posi-
tion given the pose of the moving character, see Figure 13.
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These functions are formed by using the example pairs - the
poses of the character, and the vertex positions that comprise
skin surface. First, each sample pose py is translated to the
rest coordinate frame by computing displacements of sample
vertex vy and rest pose vertex, using inverse SSD as follows:

nj oint

—1
di = ( Z wiT) ™ vk —vg
=1

Then displacements of arbitrary pose can be computed by
RBF or normalized RBF with arbitrary pose displacements
dg as:

nyose

da = D(pa) = Z 1% (Pa)di
k=1

where npose is the number of sample poses, and ri(pa) a
weight defining the contribution of each sample pose. Re-
cently, Kry et al. [KJP02] propose an extension of that tech-
nique by using principal component analysis, allowing for
optimal reduction of the data and thus faster deformation.
Sloan et al. [SRCO1] have shown similar results using RBF
for blending the arm models. Their contribution lies in that
they make use of equivalent of cardinal basis function. The
blending functions are obtained by solving the linear system
per example rather than per DOF, which is potentially large,
thus resulting in an improved performance.

Figure 13: Pose space deformation, [LCF00].

Kurihara et al. [KMO04] propose a method to construct
an example-based deformable hand model from medical
images, and deform it with an extension of the PSD ap-
proach, called Weighted Pose Space Deformation (WPSD),
see Fig.14. The multiple medical images allow for precise
bone shape and skin surface, as well as estimation of joint
centers. With PSD, deformations are processed by interpo-
lating sample shapes, which are thus determining the range
of possible deformations. For arbitrary poses of the hand and
its fingers, a high number of samples would be required.
Therefore, taking advantage of independency of deforma-
tion with poses, the authors propose an interpolation method
based on PSD by including influence of links on vertices,
as a weight, in the distance 'y computation for obtaining the
deformed shape as follows:

R joint
Y wiji(paj— prj)?
=

Yik(Pa, pi) =

while PSD distance is:

Njoint
Y (Paj—pij)?

J=1

Yi(Pa, k) =

Although it provides good results with less poses, it also in-
volves more computation than the standard PSD.

Figure 14: Comparison of deformation methods, from left to
right: SSD, PSD, and WPSD, using the same sample poses,
[KMO04].

Following this conclusion, Rhee et al. [RLNO6] present
a WPSD parallel implementation performed on the GPU to
achieve real-time performance, around twenty times faster
than on CPU. Their algorithm also manages PSD and SSD.
Compared to existing GPU algorithms for deformation and
skinning, they take advantage of fragment processors and not
only vertex processors. Since fragment processors can not
access vertex information, texture maps are used to handle
the following data: vertices, normals, joint weights, and dis-
placements. For the weights and displacements, the authors
reduce the storage required by applying respectively weight
values sorting plus a limiting threshold, and PCA of pose
space. The algorithm consists of three rendering passes: first,
the per-vertex deformation is rendered in a texture map, then
normal deformations are computed, and in the last pass, a
vertex program transforms the rest pose to the final deformed
position. Additionally, they propose an automatic computa-
tion of joint weights for each vertex from the sample poses
using a non-negative least square method to solve weights
minimizing the displacement between the SSD and PSD de-
formed vertex.

3.3.2. Data-Driven Methods

These methods have recently arisen with the growth of 3D
acquisition devices and particularly with full body 3D scan-
ners. These acquisition devices allow now to get reliable and
accurate data from complex shapes such as the human body.
The basic idea of these approaches is to use real data that
cover the space of shape variation of the character to train
a deformable model. The underlying hypothesis is that it is
possible to generalize from a set if individuals by for exam-
ple applying statistical analysis to the training set. This fam-
ily of methods has initially started by modelling static shape

(© The Eurographics Association 2007.
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variations (morphology) such as the human face [BV99] and
has been further applied to address dynamic shape varia-
tions (poses) such as deformable human bodies. We have
now reached the stage where both types of variations (mor-
phologies and poses) are simultaneously handled.

The method proposed by Allen et al. [ACP02] is based
on skin pose examples. Similarly to animation by target-
morph, they use a set of poses as targets or examples in order
to produce the skinning information, whereas traditional ap-
proaches rely on much less information, namely a skeleton
and a template skin in a neutral posture. If the set of tar-
get poses correctly covers the pose space, then the estimated
skinning can be applied to any motion. The resulting advan-
tages over other approaches are to be able to introduce the
targets as constraints in the skinning and to rely on real or
manually designed data, such as the ones obtained from 3D
scanners. Moreover, it alleviates the designer’s involvement
so that the results are less dependent on their skills but still
remains user controllable.

The approach recently proposed by James et al. [JTOS],
named Skinning Mesh Animations (SMAs), presents an
original skin example-based scheme. The main difference
is that it does not require any pre-defined skeleton. The
method takes as inputs a set of deformed meshes repre-
senting the pseudo-articulated deformable shape in differ-
ent poses. It then automatically estimates statistically rel-
evant bones based on the hypothesis that clustering trian-
gles with analogous rotation sequences indicates the near-
rigid structure of the mesh animation. It further determines
bone transformations, bone-vertex influence sets, and ver-
tex weight values for producing skinned animations that ap-
proximate the original deformable animation. The skinning
approximation is particularly suited for shapes with a suffi-
cient near-rigid structure and does not apply well for highly
deformable shapes. SMAs supports hardware rendering and
pose editing.

The Multi-Weighting Envelop approach [WP02b] de-
scribed in section 3.1.1 on sub-space deformations can also
be considered as a data-driven method as it requires a set
of pre-defined training poses in order to estimate the vertex
weights values for skinning the skeleton.

Sand et al. [SMPO3] propose a method for the acquisi-
tion of deformable human geometry from silhouettes. The
technique involves a tracking system to capture the motion
of the skeleton, and estimates skin shape for each bone us-
ing constraints provided by the silhouettes from one or more
cameras. The proposed algorithm provides a simple mech-
anism for solving the problems of view aggregation, occlu-
sion handling, hole-filling, noise removal, and deformation
modeling. The resulting model can be parameterized to gen-
erate geometry for new poses of the skeleton. The quality of
this kind of approach is limited by the amount of detail cap-
tured, the accuracy of the skeleton estimation from motion-
capture, and the range of motion in the training data set as

(© The Eurographics Association 2007.

usual for example-based approaches. The SCAPE method
(Shape Completion and Animation for PEople) presented
by Anguelov er al. [ASK*03] is a data-driven method for
building a character shape model. It simultaneously catches
the variation in both subject shape and pose. The method is
based on a representation that incorporates both skeletal and
body deformations. A pose deformation model is trained to
derive the body surface deformation as a function of the pose
of the articulated skeleton. A second model is trained to ac-
quire the variation of the body shape. The two models are
combined to produce 3D surface models with realistic body
deformation for different people in different postures.

Optical motion capture is widely used in Computer
Graphics to capture real motion data and apply them to ar-
ticulated skeleton structures to produce realistic animations.
Park et al. experiment another application of optical motion
capture to capture the deformation of the body skin during
motion.

In [PHOG], they present a technique for capturing and
animating human body motions using a commercial motion
capture system with approximately 350 markers. The large
set of markers is not placed on bony landmarks as usual for
motion capture but on muscular and fleshy parts of the body
as the goal is to capture not only the motion of the skeleton
but also the motion of the surface of the skin. The technical
issues are the processing of missing/noisy markers due to the
large number of small markers and the occlusion by the dif-
ferent body parts and the deformation of the reference model
according to the markers motions as the number of markers
is only a sparse representation of the real complete shape of
the body. To address the first issue, a local model is assigned
to each marker with respect to its neighbors to merge the
disconnected segments and fill in the missing markers. The
position of occluded markers is estimated from the position
of the visible neighboring markers. For the second issue, the
marker motion is divided into a set of rigid motions and the
local deformation is approximated as a quadratic deforma-
tion and its residual.

Another recent approach is proposed by Der et al. in
[DSP06] extended from [SZGPOS5]. It transforms a set of
unarticulated example shapes into a controllable, articulated
model, providing an inverse-kinematics method allowing
the interactive animation of detailed shapes using a space
learned from a few poses obtained from any source (scanned
or hand-sculpted). Their method extracts control parameters
of a reduced deformable model with a set of transformation
matrices that control shape deformations. The designer is
further able to select and move any subset of mesh vertices
to pose the complete shape. It uses a nonlinear optimization
to get the pose that simultaneously best meets the interac-
tive constraints defined by the designer and gets close to the
space of examples. Finally, a linear reconstruction computes
the new deformed vertex positions.
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4. Conclusion

This STAR has presented existing methods to automate and
optimize character representation and animation. It covers
a wide variety of research, from advanced skinning and
skeleton-driven deformation techniques to automatic extrac-
tion and generation of character skeleton for real-time appli-
cations.

Although efficient methods and advanced research have
been proposed in these different areas, there are some pos-
sible future improvements to be investigated such as for
instance the development of fast but reliable coupling of
skeleton-driven deformation methods with their counterpart
in skeletonization, such as physically-based skinning to gen-
erate examples for real-time accurate skinning, anatomical
definition and automatic extraction of landmark for skeleton
extraction on raw scanned data, etc.

Skeleton subspace deformations are basically simple ap-
proaches. They are appropriate for real-time interactive sys-
tems and can be easily implemented with GPUs. However
the intrinsic limitations are difficult to overcome and intro-
ducing detailed deformations such as muscles buggling is
not obvious. Moreover it is difficult to maintain very detailed
meshes. The quality of the results is very much related to the
accuracy of the vertex weight values. This tedious task and
associated guesswork is most of the time delagated to the
designers. Only recently, the question of accurately estimat-
ing the control parameters has been addressed particularly
for estimating vertex weights for blending skinning.

Multi-layers skinning models complexify the modeling of
the character and drastically increase the amount of input
parameters that designers are expected to provide in order to
control the deformations. Anatomy-based models are able
to provide dynamic and realistic effets such as muscle bug-
gling. However, they are difficult to build muscle by muscle.
It is also difficult to estimate the accurate parameters for con-
trolling the deformations. In [PCLS05] the authors propose a
method to automatically extract a few pseudo-muscles from
a skin mesh. It would be interesting to investigate and extend
data-driven similar approaches in order to automatically es-
timate these parameters.

Data-driven methods provide detailed results. The main
drawback is that they require to provide initial data sets. It
requires either using expensive and complex acquisition de-
vices or to use one of the previous skeleton-based animation
method to produce the training data set as for target mor-
phing. Moreover, the quality of the results is closely related
to the quality of the training data. The intial data set has to
cover as much as possible the animated shapes space in or-
der to correctly generalize the animation to any pose. An
interesting issue would be to investigate how to retarget the
deformations in order to generalize a deformable models to
other ones without having to produce a specific training data
set for each model. A huge advantage of these methods with

respect to previous ones is that designers do not need any-
more to explicitly build and connect a skeleton to the skin
mesh and to assign vertex weights values. However tedious
tasks remain: producing accurate training data sets and con-
trol parameters.

In [ACPHO6], Allen et al. are proposing a very elegant
approach to combine skeleton-based deformation model
with data-driven models. The skeleton-based deformation
is trained to cover variable morphologies and poses from
a training data set of 3D scan data. The algorithm is ro-
bust with respect to sparse, irregular and incomplete data.
Apart from being able to jointly capture morphology depen-
dent and poses dependent shape variation, a major interest
of this approach is that by directly training the deformable
body model instead of only the body shape, the articulated
character can be further animated with traditional skeleton
animation techniques such as Motion Capture. As stated by
the authors, the main limitations remain the availability of
real data, the aptitude of the training set of data to accurately
cover the space of poses and morphologies, and the limita-
tions due to the acquisition devices that restrict the possible
poses that can be acquired.
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