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Figure 1: Illustration of the interaction between two AI agents and the user: The first frame introduces the responder (male) and inquirer
(female) agents’ avatars. In the second, the responder addresses the user’s initial objective. The third features the inquirer posing a question
for a distinct set of objectives, and the fourth showcases communication between the responder and inquirer.

Abstract
This study investigated how interactions with intelligent agents, embodied as augmented reality (AR) avatars displaying
exclusionary behaviors, affect users’ emotions. Six participants engaged using voice interaction in a knowledge acquisi-
tion scenario in an AR environment with two ChatGPT-driven agents. The gaze-aware avatars, simulating realistic body
language, progressively demonstrated social exclusion behaviors. Although not statistically significant, our data suggest
a post-interaction emotional shift, manifested by decreased positive and negative affect–aligning with previous studies
on social exclusion. Qualitative feedback revealed that some users attributed the exclusionary behavior of avatars to
system glitches, leading to their disengagement. Our findings highlight challenges and opportunities for embodied intelli-
gent agents, underscoring their potential to shape user experiences within AR, and the broader extended reality (XR) landscape.

CCS Concepts
• Human-centered computing → Empirical studies in collaborative and social computing; • Applied computing → Psychol-
ogy; • Theory of computation → Models of learning;

1. Introduction

The rapid growth in Artificial Intelligence (AI) has led to the de-
velopment of advanced Large Language Models (LLMs), such as
the Generative Pre-trained Transformer (GPT). These models, op-
erating on generative AI principles, use deep learning and neural
networks to find patterns in existing data. The versatility of their

outputs mirrors human creativity, highlighting not only their poten-
tial to revolutionize how machines comprehend and generate natu-
ral language [Ray23] but also their ability to understand and mimic
human emotions [EHSAL23, LJGZM∗24].

This study leverages the power of the LLMs (ChatGPT with
the GPT-3.5 model) to drive the behavior of embodied agents in

© 2024 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.
This is an open access article under the terms of the Creative Commons Attribution License, which
permits use, distribution and reproduction in any medium, provided the original work is properly
cited.

DOI: 10.2312/egs.20241023 https://diglib.eg.orghttps://www.eg.org

https://orcid.org/0009-0002-3169-1329
https://orcid.org/0000-0003-4690-6687
https://orcid.org/0000-0003-3617-2261
https://doi.org/10.2312/egs.20241023


K. Apostolou, V. Milata, F. Škola & F. Liarokapis / Emotional Responses to Social Exclusion by Intelligent AR Agents

an Augmented Reality (AR) environment. Realistic gaze-aware
avatars capable of simulating body language were employed to act
as GPT-driven agents in AR. An exploration of how these agents
impact user experiences through simulated social behaviors was
conducted, to gain insights into the changes of users’ emotional
states following interactions. Particularly, the focus of this study
was to examine users’ responses when intelligent agents in the
AR space displayed social exclusion, behavior known to elicit nu-
merous negative outcomes (reduced social participation [MBF∗07,
TBD∗07], increased aggression [TBTS01], diminished cognitive
performance [BTN02], and dehumanization [BH10] among oth-
ers).

Our investigation was based on a question-answering knowl-
edge acquisition scenario in AR, where participants engaged in
spoken conversation with an AI agent designed to provide infor-
mation (responder). At the same time, another AI agent tailored
to seek information about its own set of objectives (inquirer; see
Figure 1), was present in the AR environment. The interactions re-
volved around unfamiliar topics, tasking participants with address-
ing a predetermined list of objectives during the conversation. No-
tably, as the conversation concluded, the responder’s avatar exhib-
ited exclusionary behavior by avoiding eye contact, disregarding
user prompts, and solely interacting with inquirer.

Building on this scenario, the primary objective of the study was
to evaluate the shift in users’ emotional states (both positive and
negative affect) following exclusionary behaviors and to qualita-
tively assess the potential implications of intelligent AR agents in
shaping overall user experiences. Additionally, users’ learning out-
comes related to the provided objectives were evaluated by a test for
assessment. This comprehensive examination dives into the emo-
tional impact on users resulting from interactions with intelligent
agents in AR, providing insights into the evolving field of human-
AI interactions in immersive extended reality (XR) settings (aug-
mented, virtual, and mixed reality).

2. Related Works

How people perceive embodied agents in XR tends to have similar-
ities to how real people are perceived [MKA∗19], and perception
of virtual agents and human avatars do not seem to evoke different
levels of social presence within XR [KGK∗17]. When performing
tasks in an AR environment that included embodied agents, par-
ticipants showed changed levels of social connectedness, nonver-
bal communication, and task performance (following the pattern of
social facilitation and inhibition) [MJH∗19]. Moreover, mere prox-
imity to embodied agents in AR leads to behavior similar to being
close to a real human [HKC∗22]. In terms of the relationship to-
wards embodied intelligent agents in AR, research has shown that
users have heightened confidence in them, compared to their non-
AR (non-embodied) counterparts. This effect likely originates in
the social component of the interaction, which was effectively me-
diated by locomotion, gesturing, and other human-like capabilities
of the agents [KBH∗18].

Social exclusion, while not a clearly defined phenomenon, is
typically characterized by reduced participation in a social set-
ting [MBF∗07]. It has been demonstrated that social exclusion has

detrimental effects on an individual’s social behavior [TBD∗07],
leads to increased aggression [TBTS01], and self-defeating behav-
ior [TCB02]. Beyond the social effects of this social phenomenon,
a general decline in cognitive performance has been linked to so-
cial exclusion [BTN02], and it might even lead to dehumaniza-
tion [BH10].

In a large meta-analysis of 192 studies on social exclusion,
Blackhart et al. (2009) [BNKB09] found a notable shift towards
a more negative emotional state caused by social exclusion. How-
ever, in terms of positive and negative affect, it was manifested by
low levels of both Positive Affect (PA) and Negative Affect (NA).
We hypothesize to find similar outcomes in the case of social ex-
clusion mediated by embodied intelligent agents in the AR envi-
ronment.

3. System Architecture

The application’s front-end was implemented in Unity game en-
gine (version 2022.3.1f1). Responder and inquirer agents were rep-
resented by Ready Player Me (readyplayer.me) avatars en-
hanced with eye-gazing and lip-syncing capabilities and also with
various gesturing animations. Speech-to-Text and Text-to-Speech
functionalities were implemented using Azure Cognitive Services.
The Text-to-Speech service also generated visemes that were used
to drive avatar lip-syncing. For AI capabilities driving natural lan-
guage understanding and generation, ChatGPT with gpt-3.5-turbo-
0613 (June 13th, 2023) model was used. Conversations between in-
quirer and responder were implemented using the same ChatGPT
API calls as between the user and responder, to keep the communi-
cation dynamics (delays) consistent. The application was deployed
on Magic Leap 2 AR head-mounted display. For integration of the
key components, see Figure 2.

Figure 2: Overview of the system architecture.

4. Methodology

4.1. Participants

Six volunteers (five females) aged between 23 and 36 (M = 26.8,
SD = 5.0) participated in a within-subjects design study. Three par-
ticipants were familiar with AR, while all were familiar with vir-
tual reality (VR). AR familiarity varied, with two participants hav-
ing used it occasionally and one participant being a monthly user.
Participants provided informed consent, but the true aim was con-
cealed; they were informed they would interact with AI agents to
acquire knowledge about specific objectives.
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4.2. Procedure

The experimental AR environment contained two avatars embody-
ing the AI agents; the responder (providing information) and the
inquirer (seeking information about its own set of topics); see Fig-
ure 1). Participants were tasked to find information about selected
objectives (exotic animals; glasswing butterfly, dumbo octopus,
goblin shark, and axolotls) by interacting with the responder using
natural language. The deliberate selection of these topics aimed to
ensure participants had limited prior knowledge, enabling a thor-
ough assessment of their learning outcomes. Participants were in-
formed that the other agent (inquirer) would research its own set of
objectives (also using natural language interaction with the respon-
der), while the participant and inquirer would take turns interacting
with the responder. However, the responder agent was designed to
address the user’s objectives initially, but eventually, it displayed
exclusionary behaviors; i.e., responding to the inquirer’s objectives
while ignoring the user’s prompts, avoiding eye contact, and ex-
hibiting negative body language.

Following human-AI interactions, participants were tested to
evaluate learning effects. The test included six questions, includ-
ing 4 multiple-choice questions such as “At what depths are Gob-
lin Sharks found?” (ChatGPT system prompt was customized to
specifically include the details that were present in the evaluation
when a relevant question was asked). PA and NA scores were as-
sessed using the PANAS (Positive and Negative Affect Schedule)
questionnaire [WCT88] both before and after the experiment. Both
PA and NA were assessed by summing the answers, resulting in
a value between 10 and 50 for each category. Finally, participants
were interviewed to assess their distress levels and perceptions of
the interactions with the AR agents, specifically exploring feelings
of exclusion.

4.3. Exclusionary Scenario

Initially, the responder was set up to turn to the participant and
make eye contact when the question from the participant was ex-
pected. The first turn in asking had the participant, the inquirer
asked its question after the first participant’s question was an-
swered. This was followed by the responder explicitly prompting
the participant to ask more questions in the second round of asking-
answering. In the third round, the responder did not prompt the user
but made eye contact after inquirer’s question was answered (and
the participant’s question was answered as well).

The exclusionary behavior started in the fourth round of ex-
pected participant-responder interaction. The responder did not
turn to or make eye contact with the participant and kept looking
at the inquirer. If participants asked their question at this point, the
responder would turn towards the user for 5 seconds, but the ques-
tion was ignored. Instead, responder answered inquirer’s question
that was asked at the end of the 5-sec idle period.

In the last round, responder still looks toward the inquirer. If the
participant asked a question, responder would turn toward the user,
but the question was ignored. After 5 sec, the responder turned
toward the inquirer prompting it to ask more questions. Inquirer
indicated it had no more questions, and responder in turn thanked
for the interactions and the experiment ended.

5. Results

Median affect scores were 36 and 22 for PA and NA before the ex-
periment, respectively. Post-experiment, participants reported me-
dian scores of 29 for PA and 17 for NA. This observed decrease in
both PA and NA suggests a shift in participants’ emotional states.

To examine the significance of changes in PA and NA scores,
Wilcoxon signed-rank tests were conducted. The test for PA re-
vealed no significant difference in scores before and after the exper-
imental procedure (V = 16, p = 0.29). Similarly, the test for NA in-
dicated no significant shift in scores (V = 16, p = 0.31). Thus, there
is insufficient evidence to support a substantial change in emotional
states between the two time points (pre and post-experimental pro-
cedure) as proposed in our hypothesis. These findings collectively
suggest that the experimental procedure did not result in a signifi-
cant alteration in participants’ PA or NA. See Figure 3.

Figure 3: Comparison of PANAS state positive/negative affect (PA
and NA) distribution at baseline (pre) and after the experimental
manipulation (post).

An assessment of test outcomes revealed a moderate level of
learning among participants, with a median performance of 66.66%
(with a range from 50% to 100%). Qualitative data from partici-
pants’ responses indicated that exclusionary interactions with AI
agents led to perceived system faults and subsequent disengage-
ment. Most participants attributed the agent’s ignoring behavior to
technical issues. Regarding learning effects, participants reported
a predominant focus on avatar interactions over the informational
context, potentially contributing to underperformance in the test.

6. Discussion

The findings of this study, offering both quantitative and quali-
tative perspectives on participants’ experiences during human-AI
interactions, bring attention to the observed decrease in both PA
and NA scores, despite the absence of statistical significance. This
shift in affect is in line with the previous studies on social exclu-
sion outside the XR setting, with real people, suggesting a similar
outcome in the case of the AR set-up with intelligent agents. In-
terestingly, despite participants reporting the negative behaviors as
glitches, the mere exposure to what they perceived as exclusionary
actions might have triggered a subtle yet meaningful shift in their
emotional states, manifested by the decrease in both PA and NA
scores. The experience of exclusion, even if interpreted as a tech-
nical malfunction, may have subtly influenced their self-perception
within the context of the interaction.
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Furthermore, participants’ interpretation of negative behaviors
as glitches introduces a dimension related to trust in technology.
The initial inclination to perceive issues as technical glitches rather
than intentional actions could indicate a baseline level of trust in the
system. Repeated experiences of perceived glitches could erode the
trust participants have in the AR agents, emphasizing the need for
sustained reliability of the system. A similar trend is visible from
the perspective of knowledge acquisition, where the moderate level
of learning demonstrated by participants suggests that participants’
perceptions of AI agents’ behavior (experiences of exclusionary in-
teractions, coupled with perceived system faults), led to disengage-
ment. This underscores the crucial need to address issues related to
AI responsiveness and behavior, as these factors significantly shape
user experiences.

While a low sample size limits the present study, it hints toward
future directions, which should focus on disentangling the effect of
diminished trust in technology from the effects of experimentally
induced social exclusion. Differentiating these effects will enable
a more detailed analysis of the intricate interplay between social
psychology and human-computer interaction. Improving the exper-
imental design to avoid perceptions of system glitches will facilitate
the study of exclusionary behaviors, ostracism, and other problem-
atic social patterns. Additionally, exploring or exploiting the sim-
ilarity in the perception of user avatars and embodied nonhuman
agents in XR environments would be intriguing in the context of
the investigated topic.

7. Conclusion

This study examined the effects of exclusionary behavior demon-
strated by intelligent AI agents embodied as AR avatars. Our results
underscore the complex interplay between social psychology, trust
dynamics, and learning outcomes in human-computer interactions.
Despite the absence of statistical significance, the observed shift in
emotional states, reflected in decreased PA and NA scores, implies
effects akin to social exclusion observed outside XR environments,
with real people. Participants exhibited limited levels of learning
from the interaction, emphasizing the necessity for empathetic em-
bodied agents. The conclusions of this study are limited by the low
sample size; however, the presented results can be exploited as a
stepping stone for more focused studies examining the impact of
“misbehaving” embodied intelligent agents in the AR, and possi-
bly the broader XR space.
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