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Region Completion in a Single Image
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Abstract

Natural images and Photographs sometimes may contain stains or uedlesiiects covering significant portions
of the images. Region completion is a method to fill in such significant podfaarsimage by using the informa-
tion from the remaining area of the image. We propose a novel approaathieve the completion in three steps.
First, a spatial-range model is determined to establish the searching afte target patch. Second, a source
patch is selected by measuring the adjusted appearance of the sotrhength the target patch and enforcing the
searching area in the neighborhood around the previous source pahitd, a graphcut patch updating algorithm
is designed to ensure the non-blurring updating. A number of examgeg\een to demonstrate the effectiveness
of our method.

Categories and Subject Descript¢scording to ACM CCS) 1.3.3 [Computer Graphics]: Picture/lmage Generation
1.4.1,4,9 [Image Processing and Computer Vision]: Sampling, Ra#ta, Applications

1. Introduction

Removing objects or large portions of an image then filling

in the missing data is a critical problem in numerous appli- HESEES

cations. There are two primary categories of the work that

focus on missing image data recovery. One was introduced

by Bertalmio [BS00], who used PDE based method to repair

damaged images. The idea is to extend inward the structures

arriving at the boundaries of the damaged area. For an im-

age in which only small portions are missing, this approach Figure1l: Removing a large object in an image. Left: A cam-

can achieve highly smoothed results. However, the lack of pus image with a map board in the front. Right: The board

texture in a large reconstructed area is easily visible. There- is removed by our method, the perspective deformation of

fore this approach is ineffective for filling in large holes in  building is restored in the removed region.

the natural images. Levin et. al. [ALWO03] extended the idea

by measuring global image statistics, so that the inpainting

results are based on the prior image knowledge besides the

local color information. into different homogeneous texture areas using tensor voting
Recently some researchers have considered texture syn-method. Drori et. al. [DCOYO03] incorporated pyramid im-

thesis based method as a way to achieve image comple-29€ approx_lmatlon _and adaptive neighborhood size t(_)gether

tion [BVS03, ACT03, DCOYO03, JT03, IP97]. Criminisi et. to achieve impressive re_sults. Howeve_r, the method is slow

al. used the angle between the isophote direction and the du€ to the high computational complexity.

normal direction of the local boundary to define the search-  Most previous texture-synthesis based approaches use ex-

ing order of the patches, so that the structure of the missing tensive search to find the source texture patches. This is time

region can be filled before filling in the texture [ACT03]. consuming and ignores the local similarity in natural im-

Jia and Tang [JT03] explicitly segmented the unknown area ages. For images with perspective deformation, existing ap-
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proaches may not be applicable if the missing patches have
no exactly similar source patches available in the known re-
gion due to the deformation. In order to achieve smooth com-
pletion results, most existing approaches apply a diffusion
method to merge the patches. The drawback of this is that
the results get blurred due to the diffusion step.
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Our method belongs to the second category. The proposed
algorithm has three main steps. First, a spatial-range model _ )
is determined to establish the searching order of the target Fi9ure 2: Left: The known area is shown by green and
patch. Second, a source patch is selected by measuring thd!1€ unknown area is shown by yellow. Two overlapping are
adjusted appearance of the source patch with the target patchS"OWn in the square area. The red dotted line is the minimal
and enforcing the searching area in the neighborhood around €Ut Right: Enlarged version of the overlapping area. Green
the previous source patch. Third, a graphcut patch updating dots belong to the source patch and red dots belong to the

algorithm is designed to ensure the non-blurring updating.  target patch.

2. Region Completion Algorithm of the previous target patch, the current target patch, the pre-

In our approach, the input is a natural or synthetic image Vious source patch, the current source patckiasXi2, Xs1
containing an area which is damaged or masked out by a andxg respectively. If; andx;, are close enoughg has
mask. This area is also referred to as the unknown area. Thea very high possibility to appear aroumg. Therefore we
output is an image where the unknown area is filled by syn- can reduce the search spabefrom ® to a neighborhood
thesized texture based on the whole image information. In area aroundyg, if the distance between; andx; is small.

this paper, we denote the known region®ythe unknown For the similarity measurement, we make an assumption

area byQ and the boundary of2 by 0Q. The source and  that the content in the unknown are@, is similar to the

target patches are denoteddsand¥: respectively. content (texture, intensity) of the known regigh, The sim-

ilarity can be expressed as follow:

2.1. Filling Order We— arg min d(th,qu)7

In this paper, the textureness in a neighborhood area around wieos N

Xp in imagel (x) is defined as the following: where the distance(¥t, ¥;) between the two patches is de-
1 fined as the sum of squared difference (S9W)s the num-

D= A 7{4 9(&,x0) F(1(§),wdg ber of pixels in the known area of the target patéh,

This simple approach works well for images without per-
spective deformation. However, for natural images, this con-
dition may not be true. In order to handle the deformation,
we need to estimate the projective transformation parame-
ters between the two patches before applying the similarity
measurement.

whereA denotes the neighborhood aréé, (&), 1) measures
the photometric distance betwegft) and the mean color
valuep of the neighborhood. Functia@i(g, xg) is a Gaussian
function in terms of the spatial distance betwegrandé.
Thus, the spatial and range information are well organized
together to represent the textureness of the textures. A large
value of D means that the texture in the neighborhood has ~ Given the two patche$ andWs, letx” andx be the cor-
more high frequency information while a small valueTof responding pixel locations in patéh andWs respectively.
means that the texture in the area is more likely to be a con-
stant color. o { o ] _ Ax+b
LY | cTx+1
whereA is a 2x 2 matrix andb andc are 2x 1 vectors. We
use a pseudo-perspective model to approximate the transfor-
mation parameters and design an iterative scheme to achieve
a good approximation of the transformation parameters. In

In order to keep the performance at a reasonable level, we
select few potential patch locations which contain the largest
known region, and comput® for each of them. Next, we
select the patch with the smallé@3tvalue as the target patch,
Wp. Therefore, the area with less textureness will be filled in

first. order to avoid extreme deformation, we set thresholdb on

) andc to ensure that the transformation parameters are re-
2.2. Patch Matching stricted to a reasonable range.
After determining the highest priority patcHt, a patch After estimating the pseudo-perspective parameters, the
matching step is applied to find the source patehin ®, patchWs is warped toWs using the parameters. Then, the

which has the best similarity with;. We define the center  similarity measure can be calculated betwdgrandWs.
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Figure 3: Left: Images of a wall with a missing part. Middle:
The result using the graphcut updating method. Right: The
result using the direct updating method. There is noticeable
structure discontinuity inside of the blue circle area.

Figure 4: Text removing. Left: A snow field image with
super-imposed text. Right: The text is removed by our
method.

2.3. Patch Updating

deformation. Since the quality of the results apparently cor-
responds to the human perception of the appearance in the
completed images, we visually demonstrate the results and
comparisons without giving any quantified measurements.

After exploring the spatial similarity between these two
patches, we need to update the patghby Ws. We refor-
mulate the problem from a merging problem to a separat-
ing problem: given two similar and spatially overlapping

patches, where a cut can be made to separate those tWo Figyre 1 demonstrates the advantage of using projective

patches and to keep the seam least noticeable. This problemyansformation compensation to match the target patch. This

can be solved by a maximum flow or minimum cost graphcut jmage is taken of an university campus containing a building,

algorithm as shown in Figure 2. a car and a map board. The building in the background has
In our case, the patches can be cut only in the overlapping @ large noticeable projective deformation. Our method can

region, where both patches have known information. We de- remove the map board and restore the region of the building

fine each location in the overlapping region as a vesiex N the missing area reasonably.

Let C:(vi) andCs(v;) be the color value at the location

in Wy and Ws respectively. Therefore, the weight function,

W(vi,vj), between vertices; andv; can be defined as fol-

Figure 3 compares the results obtained by graphcut up-
dating method with the result obtained by direct updating
method. The graphcut version maintains the wall structure

lows: very well, however, the direct updating version fails on a
(1Ct(vi) = Cs(vi)[| + [ICe (vj) — Cs(vi)ll) portion of the image. We also remove the super-imposed text

W(vi,vj) = if{vi,vj} €N, from a snow field image in Figure 4. In Figure 6 and Figure
0o otherwise 7, we compare our results with other proposed methods. In

where function| - || denotes the Euclidean distance between POth cases, our results outperform the other results.
color values, andV is a 4-connected neighborhood. After
defining the weight function as above, the minimal cut can
be easily computed by standard graphcut algorithm. A small
weight means that if the cut runs between the pair of ver-
tices, the four resulting color pai(v;) andCs(v;j), Cs(vi)
andGi (vj), Gi(vi) andCi (vj), Cs(vi) andCs(vj) do not have
much difference. Therefore, the cut gives the least noticeable
seam. On the contrary, the large weight between two vertices
implies that a seam between the two vertices is more notice- ‘ ‘
able. |

The performance of our method is directly dependent on
the availability of the similar content in the known area. In
the case that there have no available patches in the known
area to synthesize the unknown area, the quality of the syn-
thesized result is limited. Figure 5 gives an example.

In order to start the cut, some vertices on the current
boundarydQ must be constrained to belong to the new patch | = =
and a few vertices on the boundary of the old patch and in
the area of® will be set to stay in the old patch, Figure 2.
Since the image information in the known regi¢nshould
not be changed, this graphcut step is not applied.to

Figure 5: Left: The legs of the person are marked to be re-
3. Experimental Results and Comparisons moved. Right: Result obtained by our method. No correct

) ) ] legs and shoes can be synthesized due to the lack of such
Our algorithm has been applied to a number of images rang- iniormation in the known area.

ing from stochastic textures to natural images with projective

(© The Eurographics Association 2004.
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Figure 6: Comparison with the fragment-based comple-
tion approach. (a) Original image. (b) Results obtained by
our method. (¢) Results obtained by the fragment-based ap-
proach [DCOYO03]. (d) The enlarged areas from the marked
region in (c) and (b) respectively. Our results are the bottom
one,and contains more continuous background landscape.

Figure 7: Algorithm comparison. Top left: Original image,
where the microphone needs to be removed. Top right: Re-
sults obtained by inpainting method [BVSO03]. The texture
in the removed area can not be constructed. Bottom left: Re-
sults obtained by our method. Bottom Right: Result obtained
by [JTO3]. This image contains a lot of similar texture pat-

terns in the removed area. In the area marked by the black
rectangles, the results obtained by our approach provides

more detailed and coherent result than the others.

4. Conclusion and Future Work
[BS00]

In this paper, we introduced a novel technique to fill in large
missing areas in the natural images. Our approach propa-
gates reasonable texture information into the missing area to
make a visually plausible image without noticeable artifacts.

[BVS03]

We separate this hard region completion problem into
three critical steps. First, a spatial-range model is determined
to establish the searching order of the target patch. Second,
a source patch is selected by measuring the adjusted appear-
ance of the source patch with the target patch and enforcing [IP97]
the searching area in the neighborhood around the previous
source patch. Third, a graphcut patch updating algorithm is
designed to ensure the non-blurring updating.

[DCOYO03]

We intend to extend our approach from image region com-

pletion to video region completion. The difficulties in video  [JTO3]
region completion include global motion compensation and
maintaining consistency of the unknown area over the whole
video sequence. [KSE*03]
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