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Abstract
We present an efficient method for the construction of an animatable 3D facial model of a specific person with min-
imal user interaction. The method is based on adapting an anatomy-based prototype facial model that is suitable
for physically-based facial animation to the geometry of a real person’s face recovered from laser-scanned range
data. Starting with specification of a set of anthropometric landmarks on the 2D images, we automatically recover
the 3D positions of the landmark points on the facial surface. A global shape adaptation is then carried out to
align the prototype model to the target geometry using the transformation parameters estimated from measure-
ments between recovered 3D landmark points. A local shape adaptation follows to deform the prototype model for
fitting all of its vertices to the scanned surface data. The reconstructed 3D face portrays the geometry and color
of the individual face and can be animated immediately with the given muscle parameters.

1. Introduction

Ever since the pioneering work of Parke 16, researchers have
investigated techniques for generating facial models and an-
imation. The approaches to facial modeling described in lit-
erature range from parameterization of 3D geometric surface
models (see e.g. 17) to models which involve detailed simula-
tion of physical properties of the anatomical facial structures
(see e.g. 20). However, most existing modeling strategies are
based on the generic facial models which only depict the
shape and features of an average human face. Since a hall-
mark of the individuality of the people is the range of vari-
ation in the shape of their faces, an animation that fails to
reproduce this diversity deprives its characters of indepen-
dent identities. To animate a scene realistically or to play out
a virtual interaction believably requires reconstruction of the
face of a specific person, i.e. cloning a real person’s face.

Current technology allows us to acquire precise 3D ge-
ometry of a face easily by using a range scanning device. 3D
models reconstructed automatically from range data can bear
very good resemblance to the specific persons, especially if
they are properly textured. In practice, though, it turns out
that there are several obstacles to using the acquired geome-
try directly for an animatable model:

� the geometry is heavily oversampled: direct conversion of
the range data to a triangular mesh regularly yields hun-
dreds of thousands of triangles. We need to reduce the
complexity to less than 10k triangles for real-time an-
imation. For optimal models, edges should be properly
aligned to facial features, the mesh structure should reflect
the basic symmetry of the face, and complexity should
vary in different areas, depending on intensity of articula-
tion in that area. Available mesh simplification techniques
2 unfortunately do not give enough control over the mesh
connectivity to guarantee satisfying animatable models.

� they provide only the outward shapes of human faces
without structured information, therefore are difficult to
animate effectively. Besides 3D shape data for the facial
surface, sophisticated facial animation techniques often
require additional features of the face such as the eyes,
eyelids, teeth and lips. These structures are difficult to be
created from range data (e.g., there is no opening in the
regions of the mouth and eyes). The model should also
contain the animation mechanism for controlling facial
surfaces deformations, jaw rotation, eyelid opening, etc.

In this paper, we present an efficient method for creat-
ing a personalized facial model by adapting a prototype
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physically-based model to the geometry of an individual
face. The generic prototype facial model has a layered
anatomical structure for controlling facial motions and ex-
pressions. The face geometry and texture of real individuals
are recovered from a set of range and reflectance data ac-
quired from a laser range scanner. For adaptation, we first
specify a minimum set of anthropometric landmarks on the
2D images of both the prototype and individual faces to iden-
tify facial features. The 3D positions of the landmarks are
recovered automatically by using a projection-mapping ap-
proach. Based on a series of measurements between the re-
covered 3D landmark points, a global shape adaptation is
then carried out to adapt the size, position and orientation
of the prototype model in the 3D space. After global adap-
tation, a local shape adaptation deforms the skin geometry
of the prototype model to fit all of its vertices to the surface
data of the real face. The resulting model shares the same
muscle structure with the initial prototype model and can be
animated immediately using the given muscle parameters.

The novel features of our algorithm are:

- Efficient face reconstruction technique with minimum
user intervention.

- A new projection-mapping approach to recover the 3D co-
ordinates of landmark points defined in 2D images.

- Automated global adaptation process with no restriction
on the position and orientation of the prototype model and
scanned data.

- Framework for representing a static face scanned data-set
for efficient animation.

This paper is organized as follows. Section 2 reviews the
previous work on modeling of a personalized face. Section 3
presents the laser-scanned face data and our prototype model
used for adaptation. The details of our three-step face adap-
tation algorithm are described in Section 4. Section 5 shows
the results of our experiments with the proposed method. Fi-
nally in Section 6, conclusion and future work are given.

2. Previous Work
Regarding modeling a specific person’s face, a variety of
methods have been proposed. In the early works, Parke 17

created various facial shapes by changing the conformation
parameters of a generic parametric model. His parametric
model is restricted to the range that the conformation pa-
rameters can provide, and manually tuning the parameters
for a personalized face is tedious. Another early approach to
enable the reconstruction of an individualized face is manual
construction of facial models, by using a plaster model 14 or
interactive deformation 11, which can give nice results, but
require considerable artistic skills and are time-consuming.

The more efficient approach to reconstruct a face shape
is the image-based technique. Kurihara and Arai 10 used an
interactive method to get a few points, and a Delaunay tri-
angulation for the conformation of the face. The drawback

of their method is that too few points are used to guarantee
appropriate shape from a very different generic face or an
accurate texture fitting. Ip and Yin 8 used similar approach
to the one of Akimoto et al. 1. These two approaches tried to
automatically detect feature points on two orthogonal facial
images captured from frontal and side views using dynamic
template matching or Local Maximum Curvature Tracking
(LMCT) 22 to check concave and convex points on the side
profile of a face. Lee et al. 12 applied a modified Laplacian
operator to the range map to make facial features more evi-
dent. Mesh adaptation procedures on the Laplacian field map
then automatically identify feature points. Lee et al. 13 used
structured snakes for extracting the profile boundaries and
facial features. The individualized head is then produced by
modifying a generic model using Dirichlet Free Form De-
formations (DFFD) 15. Generally, although the image-based
technique can provide a facial model easily from 2D infor-
mation, the methods for automatically finding corresponding
feature points are not robust and the reconstructed 3D shape
is not completely accurate.

A variational approach is presented by Decarlo et al. 3 to
construct a range of static facial models with realistic pro-
portions without assistance from images. They used anthro-
pometric measurements from 6, which constrain the defor-
mation of a B-spline generic head model.

To recover an accurate shape of facial surface, a few meth-
ods have been utilized to obtain detailed range data of faces,
such as laser scanning 12, stereoscopy 5; 7 and stripe generator
19. However, as described in Section 1, the models obtained
by these methods are poorly suited for animation. Informa-
tion about the facial structure is missing; measurement noise
produces artifacts; and model vertices are poorly distributed.

Some approaches morph a generic facial mesh into spe-
cific shapes with scattered data interpolation technique. Ul-
gen 21 used 3D-volume morphing to obtain a smooth transi-
tion from a generic facial model to a target model. Pighin et
al. 18 interactively mark corresponding facial features in sev-
eral photos of an individual to deform a generic head model
using radial basis functions. Enciso et al. 5 and Kähler et al. 9

also used landmark information to specify a deformation of
the object space so that they can warp the complete generic
head to a prescribed target configuration. However, the scat-
tered data interpolation approach only guarantees that the
morphing of the generic model is accurate near the landmark
points, and since these points are sparse and scattered, a large
number of landmarks are needed to ensure the overall qual-
ity of the morphing. The manual specification of a dense set
of landmarks can be laborious and thus restricts this method
to be implemented efficiently in practice.

3. Scanned Geometry and Animatable Prototype Model
Facial geometry and texture information is acquired using a
laser range scanner Minolta VIVID 700 DigitizerT M. When
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(a) (b) (c) (d)

Figure 1: Range data of a face with details but without functional structure: (a) range map; (b) reflectance image; (c) target
mesh recovered from range scans (12,194 vertices and 23,642 triangles); (d) target model rendered with texture mapping.

each scan is completed, the device has acquired two regis-
tered images of the subject: a 200� 200 range image (Fig.
1 (a)) and a 400�400 reflectance (RGB) image (Fig. 1 (b)).
The range map can be transformed into a set of 3D points.
After Delaunay triangulation of the point set and an interac-
tive post-processing to fill holes and to remove noise, a trian-
gular mesh representing the facial surface is generated (Fig.
1 (c)). We use the acquired reflectance image for texture
mapping. As the reflectance image is automatically regis-
tered against the range data, texture coordinates are attached
to the data structure of recovered vertices and facial texture
maps well to the geometric surface (Fig. 1 (d)).

(a) (b) (c)

Figure 2: The generic prototype facial model with animation
structure: (a) and (b) two views of face geometry; (c) layered
structure of the skin and muscles.

Although the sacnned data captures the geometry and col-
oring of a person, it is not suitable for direct animation. We
have developed a prototype facial model that resembles an
average human face for use in our physically-based anima-
tion system 23. The facial model has a hierarchical structure
of the skin, muscle, and subsidy components (Fig. 2).

� The skin layer is represented by a triangular mesh. It con-
sists of 2746 vertices and 5253 triangles. The edges are
aligned to facial features to reduce animation artifacts. Ba-
sically, this skin mesh is converted to a mass-spring sys-
tem: each vertex corresponds to a point mass and along
each edge of a triangular element there is a nonlinear
spring connecting two adjacent mass points.

� A layer of facial muscle actuators are attached to facial
skin to control facial movement. Different kinds of physi-
cal facial muscles have been modeled to simulate the con-
traction of the muscle in a linear or circular fashion. In
the prototype model, 23 facial muscles which are primar-
ily related to facial expressions are simulated. Each mus-
cle has the contraction parameter to animate facial expres-
sions.

� Additional geometric models of eyes and teeth are in-
cluded.

Animation of the face is achieved by physics-based sim-
ulation of the mass-spring skin mesh under the influence of
a field of muscle forces 23. In the prototype facial model,
motion parameters such as muscle contraction rate and jaw
action parameters are used to simulate facial action. At the
higher level, animation is controlled by expression com-
mands based on the Action Units of the Facial Action Cod-
ing System 4.

4. Facial Model Adaptation
The facial model reconstructed from the range data is called
the target model F�, while the prototype face is referred to
as the source model F . By adapting F toF�,F takes on the
shape and texture of specific individual and we can animate
the personalized model with predictability. The adaptation
of F takes place in three successive steps:

1. Landmark location. This procedure tags F� with a set of
landmarks corresponding to the set specified on F and
automatically recovers 3D positions of all landmarks.

2. Global shape adaptation. This automated procedure ac-
counts for resizing of F as well as repositioning of both
F and F� to make them aligned in the 3D space.

3. Local shape adaptation. A deformation is computed
based on the aligned shapes, and position of all vertices
on F is fitted to F� accordingly.

4.1. Landmark Location
The landmark location procedure begins with the specifica-
tion of a set of landmarks on the 2D texture images. For F ,
we first save a bitmap from the color buffer using OpenGL.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3: Specification of landmarks and recovery of their 3D positions based on a projection-mapping approach: (a) landmark
image of the source model; (b) projected textured-mapped source model; (c) projected facial mesh of the source model; (d)
Recovered 3D positions of specified landmarks (red points) and computed reference points (green points) on the source model;
(e) landmark image of the target model; (f) projected textured-mapped target model; (g) projected facial mesh of the target
model; (h) Recovered 3D positions of specified landmarks (red points) on the target model (reference points are occluded).

We then interactively specify a set of landmark points on
this bitmap and the resulting image is called landmark im-
age (Fig. 3 (a)). The landmarks used in our method follow
the conventions laid out in 6, where we have chosen a min-
imum subset of landmarks according to their prominence in
the face. We define the landmarks as follows: ple

l and ple
r are

the left and right corners of the left eye, pre
l and pre

r are the
left and right corners of the right eye, pm is the center of the
upper mouth contour, and ph is the hairline point of the head.

Once the landmarks are all made, the texture coordinates
of each vertex on F in the landmark image are calculated
based on an orthographic projection and the landmark im-
age is mapped to the 3D surface of F automatically. In order
to locate all defined landmarks on the 2D image, we use a
cylindrical projection to map rendered 3D face to a 2D im-
age plane. The projection results in a 512� 512 cylindrical
landmark image (Fig. 3 (b)). As we have marked landmark
points in distinct colors, we can easily detect them and calcu-
late their image positions in the cylindrical landmark image.

To calculate 3D positions of landmark points we create a
mapping from the 3D facial skin mesh of F to 2D image
space by using the same cylindrical projection (Fig. 3 (c)).
Each detected landmark point p can be located inside one of
the triangles of the projected triangular mesh. The image po-
sition of p can be represented by its barycentric coordinates
α = (α1;α2;α3) inside this triangle 4(w1;w2;w3):

p =
3

∑
i=1

αiwi (1)

with ∑3
i=1 αi = 1 and αi � 0 for all i. Each triangle in the

2D image space corresponds to a triangle on the 3D facial
surface. The 3D position of p is calculated by linear inter-
polation of the positions of three vertices, weighted using its
barycentric coordinates in the 2D triangle:

P =
3

∑
i=1

αiWi (2)

where P and Wi are the 3D positions of the landmark point p
and vertex wi that are in 2D image space, respectively.

For the target model F�, the corresponding set of land-
mark points (including p�le

l ;p�le
r ;p�re

l ;p�re
r , p�m and p�h)

are defined on the acquired reflectance image (Fig. 3 (e)).
By mapping this marked image to F�, applying cylindrical
projection to texture-mapped F� (Fig. 3 (f)), and then using
the same position interpolation approach, we calculate the
3D positions of all landmark points that should be located
on the surface of F�.

Given these recovered landmarks, more reference points
that will be used for adaptation can be generated. Let ple,
pre, and pc be the 3D positions of the center of the left eye,
the center of the right eye, and the center between both eyes
of F , and let p�le, p�re, and p�c be those corresponding 3D
positions on F�. Then, ple, pre, and pc can be calculated as:
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ple =
1
2
(ple

l +ple
r ); pre =

1
2
(pre

l +pre
r ); pc =

1
2
(ple+pre)

(3)
The 3D positions of p�le, p�re, and p�c of F� are calculated
in the same way. Fig. 3 (d) and (h) show the recovered land-
mark points (red points) and reference points (green points)
of F and F� respectively.

4.2. Global Shape Adaptation
The global shape adaptation is carried out in two steps. In
the first step, F� is transformed such that the line through
the estimated eye center positions is parallel to the x-axis of
the Cartesian coordinate system and that the sagittal plane
coincides with the y-z plane. Let x�i and x�

0

i be 3D positions
of an vertex on F� before and after the transformation, R�

be the rotation matrix, T� be the translation vector, and C�0

be the face model center. Eq. 4 computes the transformation.

x�
0

i = R�(x�i �C�0)+T� (4)

with
C�0 = p�c (5)

The translation vector T� is estimated as follows to guaran-
tee the y-z plane cuts through the center of the face:

T� = p�c + t� (6)

where t� = (t�x ; t�y ; t�z )
T and

t�x =�p�c
x ; t�y = t�z = 0 (7)

Other parameters that must be estimated in Eq. 4 are two
rotation angles correspond to the face rotation around y-axis
(r�y ) and z-axis (r�z ). These two parameters are determined by

3D positions of the left and right eye centers (p�le and p�re).
As illustrated in Fig. 4, we project p�le and p�re onto the
2D x-z plane using an orthographic projection. By evaluating
the projected positions p�lejxz and p�rejxz, the amount of face
rotation around y-axis is calculated as

r�y =

8>><
>>:

arccos(
��������!
p�rejxzp�lejxz

��!nx

k
��������!
p�rejxzp�lejxz

k

) if(
��������!
p�rejxzp�lejxz��!nx ) ��!ny > 0

�arccos(
��������!
p�rejxzp�lejxz

��!nx

k
��������!
p�rejxzp�lejxz

k

) otherwise

(8)

where
��������!
p�rejxzp�lejxz = p�lejxz�p�rejxz using vector notation,

�!nx and �!ny are unit vectors of the x- and y-axes. The magni-
tude of r�z can be obtained from Eq. 9.

jr�z j = arccos(

�����!
p�rep�le �

��������!
p�rejxzp�lejxz

k
�����!
p�rep�le kk

��������!
p�rejxzp�lejxz k

) (9)

To determine the direction of rotation around the z-axis,
�����!
p�rep�le is rotated around the y-axis with computed r�y . Let

p�le0 and p�re0

be the new positions of p�le and p�re after

the rotation.
������!
p�re0

p�le0 is then in the x-y plane and

r�z =

�
jr�z j if(

������!
p�re0 p�le0 ��!nx ) ��!nz > 0

�jrzj otherwise
(10)

After all parameters have been calculated,F� is transformed
automatically according to Eq. 4.

Figure 4: Projection of the eye centers of the target model
onto a 2D plane for estimation of the rotation angles. p�le

and p�re are the left and right eye centers. p�lejxz and p�rejxz

are the projected positions of the eye centers in the x-z plane.

In the second step, F is to be scaled for matching the size
of F� and to be rotated and translated for matching the po-
sition of F� in the 3D space. Let xi and x

0

i be the positions
of an arbitrary vertex on F before and after the adaptation.
Then, the global adaptation of F can be formulated as

x
0

i = SR(xi�C0)+T (11)

with the translation vector T, the face model center C0, the
rotation matrix R, and the scaling matrix

S =

0
@ sx 0 0

0 sy 0
0 0 sz

1
A (12)

where sx, sy and sz are the scaling factors along the x-, y-,
and z-axes. The face model center C0 is defined here as the
center between both eyes of F , i.e., C0 = pc.

In the rotation matrix R, three rotation angles (rx, ry and
rz) must be estimated. By using the 3D eye center positions
of F , ple and pre, the rotation angles ry and rz can be calcu-
lated in the same way as to calculate r�y and r�z of F�. The
face tilt, rx, is calculated after F is rotated around y- and
z-axes in turn using obtained ry and rz. Suppose pc and pm

move to their new positions pc0 and pm0

after the rotation,
and p�c0 and p�m0

are the 3D positions of the correspond-
ing points in the transformed F�. rx is then calculated as the

angle between
���!
pm0

pc0 and
�����!
p�m0

p�c0 .

rx =

8>>><
>>>:

arccos(

���!
pm0

pc0
�

�����!
p�m0

p�c0

k

���!
pm0

pc0
kk

�����!
p�m0

p�c0
k

) if(
���!
pm0

pc0 �
�����!
p�m0

p�c0 ) ��!nx > 0

�arccos(

���!
pm0

pc0
�

�����!
p�m0

p�c0

k

���!
pm0

pc0
kk

�����!
p�m0

p�c0
k

) otherwise

(13)

The translation vector T can be expressed as
T = pc+ t (14)

c The Eurographics Association 2003.



Zhang et al / Reconstruction of Animatable Personalized 3D Faces by Adaptation-based Modeling

where t=(tx; ty; tz)T . It is essential that after the global adap-
tation, the projection of the model center of F in the x-y
plane coincides with that of the target model F�. Thus, three
translation parameters can be estimated as follows:

tx =�pc
x; ty = p�c

y �pc
y; tz = 0 (15)

The scaling factors can be estimated from the ratio of dis-
tances between a pair of landmark points as measured both
in F and F�. Since we fit the position of all vertices of F
to the scanned data F� (local shape adaptation) based on
a cylindrical projection, as will be demonstrated in Section
4.3, it is essential that the particular facial features such as
the eyes of F are brought coincide with those of F� after
the cylindrical projection (see Fig. 5). In Fig. 5, the two half
circles represent the top view of the source and target mod-
els. The large circle represents the cylindrical mapping plane
onto which F and F� are projected, and its vertical rotation
axis coincides with the y-axis. The scaling factor sx is esti-
mated from the measured length between two eye centers by
taking the cylindrical projection into account.

sx =
k pc

z kk p�le�p�re k

k p�c
z kk ple�pre k

(16)

The factors sy and sz are calculated as follows:

sy =
k p�c�p�m k

k pc�pm k
; sz =

k p�m
z �p�h

z k

k pm
z �ph

z k
(17)

After the required parameters have been determined, the
source model is rotated, scaled and shifted to the global 3D
position according to Eq. 11.

4.3. Local Shape Adaptation
The proposed local shape adaptation procedure can be re-
garded as an inflation process, where each vertex of F is
shifted along a certain direction outwards until it fits to the
measured data. Therefore, the shape fitting becomes a prob-
lem of how to determine the corresponding 3D position of
each vertex of F on the surface of F�. In order to find this
correspondence, we use a cylindrical projection to map the
3D coordinates on both F and F� to a 2D image plane, as
shown in Fig. 5.

After the projection, the image coordinates (ui;vi) of an
arbitrary vertex xi = (xi;yi; zi) on F are calculated. The 2D
projection position of each vertex on F�, (u�i ;v�i ), are also
computed. For each projected vertex of F , it can be located
inside one of the triangles of the projected triangular mesh
of F�. By using its barycentric coordinates β = (β1;β2;β3)
inside this triangle, the 2D position of the projected vertex
(ui;vi) can be expressed as

ui =
3

∑
j=1

β ju
�
j ; vi =

3

∑
j=1

β jv
�
j (18)

where u�j and v�j are the 2D coordinates of vertices of the
projected triangle that contains (ui;vi).

To compute the 3D point xadapted
i on the surface of F�

whose cylindrical projection is (ui;vi), we cast a ray from

Figure 5: Local adaptation of the source mesh to the target
model using cylindrical projection.

(ui;vi) on the cylinder radially back towards the cylinder’s
axis. The intersection between this ray and the surface of
F� is the point xadapted

i . Obviously, xadapted
i is located in

a triangle on F� which corresponds to the triangle contain-
ing (ui;vi) in the 2D projection plane. The 3D position of
xadapted

i thus can be calculated as a linear interpolation of
the positions of three vertices of this triangle, weighted us-
ing its barycentric coordinates in the 2D triangle:

xadapted
i =

3

∑
j=1

β jx
�
j (19)

where x�j are 3D positions of vertices of the triangle on F�.

After F has been locally adapted, texture image is ap-
plied to the adapted model to increase the realism. As the
same image is used for texture-mapping of the target model
F�, the texture coordinates of xadapted

i on the adapted F ,

(sadapted
i ; tadapted

i ), can be calculated as follows:

sadapted
i =

3

∑
j=1

β js
�
j ; tadapted

i =
3

∑
j=1

β jt
�
j (20)

where (s�j ; t
�
j ) are the texture coordinates associated with

three vertices of the triangle on F� that contains xadapted
i .

5. Results
For the scanned data in Fig. 1 the presented algorithm has
been performed. Fig. 6 (a) shows the adapted facial model
with smooth shading. A final texture-mapped face is shown
in Fig. 6 (b), where texture image is shown in Fig. 1 (b).

For the generic source model, animation can be controlled
on different levels. At the lowest level, the vertices of the
region influenced by an individual muscle are driven by a
field of muscle force vectors to be displaced to their new
positions. At the highest level, a synthesis of facial expres-
sions is carried out by a deformation of the skin mesh result-
ing from the combined contraction of a certain set of facial
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muscles 23. Through our process using three-step adaptation
with the generic model, the geometric shape of the model
is transformed without changing the underlying animation
structure, the resulting new face thus can be animated im-
mediately. Fig. 7 shows some examples of facial animation
on the adapted model with given expression parameters.

We have used our modeling approach to construct facial
models for various people. Fig. 8 shows side-by-side com-
parisons of several reconstructed models with the real im-
ages. Females and males in different ethnic groups with var-
ious ages are reconstructed using one generic model shown
in Fig. 2 being adapted to the scanned data. In our method,
only the landmark location step requires manual interven-
tion. Since the landmark points can be defined on the generic
model once for its adaptation to different target faces, recon-
struction of different individualized 3D models only requires
the user to specify a small set of landmarks on the facial tex-
ture image. In practice, this process takes within 1 minute
for reconstructing each face. After marking, the adaptation
is automatically executed to generate personalized face.

6. Conclusions
In this paper, a face adaptation method for efficient recon-
struction of a personalized 3D facial model for animation
has been presented. The algorithm consists of three steps,
namely: 1) the landmark location; 2) the global shape adap-
tation; and 3) the local shape adaptation. The landmark loca-
tion consists of only defining a few corresponding landmark
points on the 2D images and recovering their 3D positions.
In the second step, the global shape adaptation transforms
the prototype source model to align it with the target model
in the 3D space using the transformation parameters esti-
mated from measurements between recovered 3D landmark
points. In the final local shape adaptation, the positions of
all vertices of the source model are fitted to the target model
by means of the cylindrical projection. Once the skin geom-
etry is adapted, the facial texture and the underlying muscle
structure are automatically transferred, such that the result-
ing model portrays the geometry and color of the individual
face and remains completely animatable.

While the method is efficient enough for personalized fa-
cial model reconstruction, it still involves manual interaction
in the landmark location process. We will further automate
this process by using the vision face recognition approach to
automatically estimate facial features from an image. The re-
constructed facial model currently uses the texture extracted
from a reflectance image with relatively low resolution ac-
quired from the range scanner. Using a separate RGB camera
of high resolution for texture acquisition will definitely en-
hance the photorealism of the textured model. To make our
adaptation-based modeling technique also effective to the in-
complete data, we would like to develop more sophisticated
method to fit the prototype model to the poor scanned data
without fixing such as hole filling.
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