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Abstract
We address in this paper the issue of computing global illumination solutions for animation sequences. The princi-
pal difficulties lie in the computational complexity of global illumination, emphasized by the movement of objects
and the large number of frames to compute, as well as the potential for creating temporal discontinuities in the
illumination, a particularly dangerous and noticeable artifact. We demonstrate how space-time hierarchical ra-
diosity, i.e. the application to the time dimension of a hierarchical decomposition algorithm, can be effectively
used to obtain smooth animations: first by proposing the integration of spatial clustering in a space-time hierar-
chy; second, by changing the wavelet basis used for the temporal dimension. The resulting algorithm is capable
of creating time-dependent radiosity solutions efficiently.

1. Introduction

Global illumination techniques have reached the stage where
they allow the calculation of high quality images of 3D
scenes, complete with subtle lighting and inter-reflection ef-
fects. It is therefore natural to try and use them for the pro-
duction of animation films, or more generally in all lighting
jobs related with special effects, such as combining synthe-
sized elements with live action film footage. Unfortunately,
no global illumination technique to date delivers the desired
effects in a simple and easy-to-use manner. In fact, these
techniques remain typically expensive to use, even more so
in the case of frame-by-frame lighting calculations.

The space-time hierarchical radiosity method5 is a
promising method to compute global illumination simula-
tions for animated scenes. It works with scenes containing
moving solid objects, whose itinerary is known beforehand,
by computing a hierarchical radiosity solution for the entire
animation, instead of frame-by-frame.

The hierarchical formulation for radiosity is extended by
introducing a fourth dimension, time, along with the three
spatial dimensions. All four dimensions are treated in the
same way, meaning that we can refine an interaction either

y GRAVIR is a joint research laboratory of CNRS, INRIA, Institut
National Polytechnique de Grenoble and Université Joseph Fourier.

in time or in space. Areas with little variations of the illu-
mination in time will be little refined in time, while possibly
being refined in space if there is a variation of the illumina-
tion in space.

This results in few computations being done in areas
where there is little temporal variation of the illumination,
while areas with rapid variation of the illumination will
be computed to full precision. The hierarchical formulation
guarantees a compact representation of the temporal varia-
tions of the radiosity function: as a result, the entire anima-
tion is computed much faster than by performing a complete
radiosity solution for each frame.

Space-time hierarchical radiosity is an interesting method
for scenes which contain lots of changing indirect illumina-
tion. It efficiently computes the change in the illumination
of the scene due to a moving object or light source. Thus it
is particularly interesting for applications where it is impor-
tant to have a physically accurate representation of the scene
illumination, including indirect illumination.

In a way similar to the original hierarchical radiosity
algorithm7, the efficiency of the space-time hierarchical ra-
diosity algorithm depends on the levels of the space-time hi-
erarchy built during computations: the deeper the hierarchy,
the more efficient the algorithm. This suggests that it should
prove especially beneficial for very complex scenes.

In this paper, we present two major improvements of the
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space-time hierarchical radiosity method : first, we have
modified the algorithm so that it uses higher order wavelets
for the time dimension, to improve the temporal continu-
ity of the animations produced. Second, we have combined
space-time radiosity with clustering, thus enabling the algo-
rithm to work more efficiently and on larger scenes. This al-
lows us to use this algorithm in a range of complexity where
its benefits can be fully realized.

The paper is organized as follows: in the next section,
we review previous work in hierarchical radiosity and time-
dependent illumination. Then, in section3, we present our
algorithm for using higher-order wavelets for the time di-
mension. In section4, we present our lazy-clustering algo-
rithm for space-time hierarchical radiosity. Finally, in sec-
tion 5 we draw our conclusions and trace directions for fu-
ture work.

2. Previous Work and Motivation

Hierarchical radiosity was introduced in 19917. Using a
multi-level representation of the radiosity function, hier-
archical radiosity achieves great speed-ups of illumination
simulations. The acceleration introduced by the hierarchical
formulation is directly linked to the depth of the hierarchy.

This depth is limited by the original geometry of the
scene. If it consists of many small polygons, refining these
polygons does not improve the precision of the computa-
tions. As a consequence, the original scene will be little re-
fined, and we will not benefit from the hierarchical formula-
tion.

This limitation can be removed if the hierarchy is ex-
tended above the polygons in the original scene10; 11. Group-
ing together spatially close polygons into clusters results in
a considerable acceleration of radiosity computations. It also
reduces the numerical complexity of the algorithm, enabling
computations on larger scenes (more than a million input
polygons).

In space-time hierarchical radiosity5, the hierarchical for-
mulation is extended along the time dimension. Interactions
between objects can be refined either in space, the usual way,
or in time. This results in a 4 dimensional space-time hierar-
chy that exploits temporal coherence. In its original form5,
space-time hierarchical radiosity did not work with cluster-
ing, which limited computations to smaller scenes, below ten
thousand input polygons.

It also introduced temporal discontinuities in the radios-
ity function. These discontinuities appeared more clearly in
indirect illumination, at times equal tok2p times the length
of the animation, withk andp integers (see figure2). These
discontinuities are clearly noticeable on the accompanying
video, att = 1

2 l , t = 1
4 l andt = 3

4 l , wherel is the length of
the animation. Similar discontinuities also appeared in space
with hierarchical radiosity (see figure1). They are more dis-
turbing when they occur in the temporal dimension because

Figure 1: Example of spatial discontinuities.

they cause sudden "jumps" in the illumination of numerous
patches of the scene.

Such spatial discontinuities can be treated either by a
post-processing or eliminated during the computations, us-
ing higher-order functions:

� post-processing requires knowing the neighbors of any
element, which is difficult with space-time hierarchy. It
doesn’t improve the accuracy of the solution but only cor-
rect its aspect.

� higher-order functions are, at the time of writing, not com-
patible with clustering.

Given our specific requirements we have elected to use
higher-order functions for the time dimension, and constant
basis functions for the spatial dimensions to allow the use of
clusters, with post-processing to remove spatial discontinu-
ities.

Higher-order wavelets have been previously used as func-
tion basis for hierarchical radiosity6; 9. If not carefully imple-
mented, they were proved impractical, slower than hierarchi-
cal radiosity and giving poorer results13. Recent research4

has shown that using new implementation methods1; 2; 4; 12
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Figure 2: Example of temporal discontinuities. Visualizations of the scene at t= 1
2 � ε, at t = 1

2 + ε, and the difference. The
illumination of the entire scene has been modified in a single frame update.

higher order wavelets were providing a better approxima-
tion of the illumination function, requiring less memory and
computation time. The radiosity function produced looks
continuous without post-processing thanks to the refinement
oracle.

3. Higher-Order Wavelets for Space-Time Hierarchical
Radiosity

We introduce higher-order wavelets in the time dimension of
space-time hierarchical radiosity to reduce temporal discon-
tinuities in radiosity. We use constant basis function in the
spatial dimensions, in order to use clustering.

Since we are introducing wavelets only along one dimen-
sion, time, we will not encounter the implementation prob-
lems caused by multi-dimensional wavelets4, such as mem-
ory costs or tedious computation of push-pull coefficients.
We only need a specific refinement oracle; the rest of the
implementation is straightforward.

3.1. The Refinement Oracle

A refinement oracle created for constant basis functions5

would not exploit the power of higher order wavelets to
interpolate rapidly varying functions. We have extended
for space-time radiosity an oracle that works for wavelet
radiosity1; 2; 4, estimating the error on the propagated energy
instead of the error on the transfer coefficients.

We use a grid of control points located on the receiving
element, and a set of control dates. On these control points,
at the control dates, we estimate the radiosity value using
two methods: first, by interpolating the radiosity coefficients
already computed for this interaction; second, by direct in-
tegration of the radiosity on the emitter, using a quadrature.
The difference between these two values is an indication of
the error in the representation of the interaction at the current
level at this point. The norm of these differences is used as
the error on the current interaction. Refinement will occur if
this norm is above the refinement threshold.

The control points and dates must be carefully chosen so
that they provide meaningful information. They must be dif-
ferent from the quadrature points and dates used for form
factor computations. The number of control points and dates
must be higher for large receivers so that we do not miss im-
portant features. We have control dates at the beginning and
at the end of the time interval, whose weight we can changer
in order to ensure temporal continuity.

Once we have made the decision to refine an interaction,
we must choose between refinement in space or in time. We
compute two variance estimates for our error on the interac-
tion:

� A spatial variance, computed at a fixed date with varying
control points.

� A temporal variance, computed at a fixed point, for vary-
ing control dates.

We refine the interaction in time if the average temporal
variance is above the average spatial variance, and in space
otherwise.

3.2. Experimental Results

We have tested space-time hierarchical radiosity with higher
order wavelets on a simple test scene, to estimate the im-
provement in temporal continuity.

Our test scene (see accompanying videos and figure2) is
simple, but it is mainly lit by indirect lighting. It contains
four white boxes, illuminated by four moving spotlights.
While the boxes, floor and ceiling are white, each wall of the
room has a different color (light red, green, blue, and grey).
Indirect illumination is varying rapidly, and the scene can be
seen as a worst-case scenario for space-time hierarchical ra-
diosity. All our animations are 24s long, which corresponds
to 600 frames.

Our first video shows a computation of the animation
using standard hierarchical radiosity. The radiosity func-
tion has several noticeable temporal discontinuities. At first
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Computation time Memory

Direct Indirect Per frame

Constant 254s 1,492s 2.9s 587 MB

M2 271s 1,172s 2.4s 464 MB

1 frame 1s 15s 16.0s 5 MB

Table 1: Computation Time, first test scene

glance, these discontinuities can be confused with tempo-
ral discontinuities occurring from video decompression. A
careful examination of the video will show that the direct
illumination component is continuous, while the indirect il-
lumination has discontinuities. These discontinuities are lo-
cated att = k

2p �AnimationLength, mainly att = 12s and
t = 6s.

The second video shows the same animation computed
usingM2 wavelets for time. The entire animation is much
smoother. The temporal discontinuities still appear on care-
ful examination, but they are much less prominent and can
be ignored at first glance.

An example of these temporal discontinuities is shown in
figure3. The radiosity function is plotted for the entire ani-
mation, at the point defined by the center of the highlighted
element, for both basis. TheM2 wavelets are not giving a
continuous representation of the radiosity function, but the
discontinuities are much smaller than with the constant ba-
sis.

The largest temporal discontinuities usually occur at the
middle of the animation. Figure4 shows the difference be-
tween the two frames just before and just after the middle
of the animation, for constant basis andM2 wavelets. In
the first case, the discontinuities in indirect illumination are
clearly visible. WithM2 wavelets, the differences are much
smaller.

Table 1 summarizes the computation time and memory
usage of our implementation for the constant andM2 func-
tion basis (computed on a 300Mhz MIPS R12000 proces-
sor). We also computed a single frame using a similar re-
finement oracle performing only spatial refinement.

The following comments can be made about these results:

� Acceleration factor of about 5.5 and 6.5 are obtained for
the constant andM2 basis respectively.

� Though the memory requirements are still high (keep in
mind that we are computing a complete view indepen-
dent solution for 600 frames of animation), we can see
that the use of theM2 function basis only introduces a
15 % memory overcost : despite their higher storage cost
for each interaction, they reduce the total number of inter-
actions. This also explains the faster computation time.

4. Using clusters in space-time hierarchical radiosity

To apply space-time hierarchical radiosity on complex
scenes, we need to combine the space-time approach with
clustering. This raises two key issues:

� we need to build a hierarchy of clusters over the scene,
compatible with the space-time approach. We introduce a
new,lazy clusteringapproach, described in section4.1.

� we need appropriate computation of light exchanges in-
volving clusters. Our method is described in section4.2.

Introducing clusters in a wavelet space-time radiosity
method also requires some minor adjustments to the refine-
ment oracle, which we shall describe in section4.3.

4.1. Lazy Clustering

Space-time hierarchical radiosity is an extension of hierar-
chical radiosity, in which a fourth dimension, time, is added
to the three dimensions of space. This algorithm produces
a radiosity solution defined on a 4-dimensional hierarchical
mesh. The main difference in the algorithm is that at each
refining step, we must not only decide if refinement of each
link is necessary, but also whether to refine this link in time
or in space. The algorithm produces a single hierarchy merg-
ing together both spatial and temporal hierarchical represen-
tations.

The construction of the cluster hierarchy is performed as a
pre-computation step in classical hierarchical radiosity. It is
impossible to use such an approach in the space-time hierar-
chical radiosity algorithm, since the resulting spatial hierar-
chy would pre-exist the refinement, preventing any temporal
refinement of a link until we reach the surface level. The
construction of the cluster hierarchy needs to be performed
gradually along the refinement process, in the same way the
spatial hierarchy of patches is produced on surfaces. We re-
fer to this approach aslazy clustering.

In space-time radiosity, an unrefined cluster is a group of
surfaces, sharing the same movement and defined over the
same time interval. We start our computations with a very
small set of clusters: the root cluster, plus one cluster for
each different trajectory in the animation. The hierarchy of
clusters will be produced as a byproduct of the refinement
procedure.

As for surface elements in the space-time mesh, we can
split unrefined clusters either in space or in time:

� Time-refinement is performed in defining two clusters as
children of the original, each one defined over half the
original time interval. Every surface inside the original
cluster must be duplicated and one copy must be assigned
to each of the two children clusters. It might be desir-
able to prevent time-splitting of clusters containing a large
number of surfaces for evident memory efficiency rea-
sons; in our implementation, we chose to forbid time re-
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Figure 3: Variation of the radiosity function at the center of the highlighted element during the animation

Figure 4: Comparison of temporal discontinuities at t= 1
2 . Darker colors indicate a higher discontinuity. Left: hierarchical

radiosity, right:M2 wavelets.

finement of clusters containing more than a few hundreds
of polygons.

� Space-refinement of a cluster is the act of grouping to-
gether some of the surfaces contained in the said cluster,
forming new children clusters, eventually leaving some
surfaces as direct children. This is achieved in applying
only one step of any classical top-down recursive clus-
tering method (without the recursive call). We chose to
adapt the “tight-fitting octree” method3, which is straight-
forward to implement, top-down, recursive and produces
a rather well-formed spatial hierarchy8.

4.2. Computing energy transfers involving clusters

In this section, we focus on the description of the computa-
tion of light exchanges involving clusters in space-time hier-
archical radiosity.

Our approach is based on the one exposed by Sillion for
standard clusters10. Roughly, anisotropic emission from a

cluster is approximated by going down to the surface level
to estimate the directional radiant intensity exiting the clus-
ter(Delayed Pull), and the irradiance gathered by a cluster
from a given hierarchical element is distributed to all the
surfaces inside the cluster immediately at gathering time ac-
cording to their orientation (Immediate Push).

The specificities of the space-time hierarchical radiosity
method come from the fact that the position, orientation and
radiosity of the objects can change with time.

4.2.1. Emission from a Cluster: Delayed Pull

In the classical hierarchical radiosity algorithm, the compu-
tation of the light emitted from an object involves the com-
putation of the form factor between the senderQ and the
receiverP. It is very difficult to define what the form factor
should be if the sender is an anisotropic cluster. Therefore
we directly compute the irradiance emitted by the cluster to
the receiver, by summing the contributions of all the surfaces
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Qi contained in the clusterQ10. At a given time it is given by:

Ireceived(y; t) =∑
i

Z
Qi

BQi (x; t)K(x;y; t)V(x;y; t)dx (1)

where the kernel function is defined by:

K(x;y; t) =
R(t)cosθ0

πr2

and theR function is the receiver factor defined in10 as cosθ
if the receiver is a surface and 1 if the receiver is a clus-
ter (orientation of the surfaces in the receiver cluster will be
taken into account in the immediate push).

We need to compute the projection of equation1 on our
function basis. This amounts to compute the coefficientsα j
such that:

Ireceived(t) =∑
j

α jφ j (t)

where theφ j are our wavelet basis functions at the current
time interval.

Since theφ j form an orthonormal basis, we can express
theα j as scalar products:

α j = < Ireceivedjφ j >

α j = ∑
i

Z
t

�Z
P

Z
Qi

K(x;y; t)V(x;y; t)dxdy

�
BQi (t)φ j(t)dt

Computing the aforementioned integral is costly as it in-
volves a number of visibility estimations proportional to the
number of surfaces in the cluster. Therefore we approximate
it by factoring out the visibility:

α j =∑
i

Z
t

�Z
P

Z
Qi

K(x;y; t)dxdy

�
BQi (t)V(t)φ j (t)dt (2)

where

V(t) =
Z

P

Z
Q

V(x;y; t)dxdy

We compute theα j andV(t) using a Gaussian quadra-
ture(quadrature points for the clusterQ are chosen in the
bounding box of all surfacesQi).

4.2.2. Reception Inside a Cluster: Immediate Push

The reception inside a cluster obeys theimmediate push
principle10: the irradiance received at the cluster level is im-
mediately dispatched to all surfaces inside the cluster, where
it is multiplied by thereceiver factor– the angle between
the normal of the surface and the direction of the incoming
radiance. The direction of the incoming radiance is assumed
to be the center of the emitter, whether a cluster or a surface.

As the cluster and the sender might be mobile, the re-
ceiver factor is time-dependent. We need to project it on our

wavelet base. Let us assume a clusterP has received an irra-
dianceIreceived. This irradiance is now computed as a set of
wavelet coefficients:

Ireceived(t) =∑
j

α j φ j(t)

For every surfacePi in the clusterP, this irradiance is then
distributed to eachPi according to its receiver factor:

IPi = Ireceived(t)Ri(t) = Iq(t)cosθi(t)

IPi is then reprojected on the wavelet base for the time inter-
val of Pi:

IPi = ∑
j

β jφ j (t)

Since theφ j form an orthonormal base, each wavelet coeffi-
cient is expressed as a scalar product:

β j = < IPi jφ j >

=

Z
t
IPi (t)cosθi(t)φ j(t)dt

= ∑
j

α j

Z
t
cosθ(t)φ j(t)φi(t)dt

The problem therefore resolves to computingn integrals,
wheren is the order of the wavelet base. These integrals are
approximated using a Gaussian quadrature.

Our method contains two successive approximations: we
have separately computed the irradiance received at the clus-
ter level, which was time-dependent, projected it onto the
function base, then dispatched to the surfaces, taking into
account the surface movement, and re-projected on the func-
tion basis for the receiving surface. This double approxima-
tion is consistent with the clustering approach. If the refine-
ment oracle decide that we must compute an interaction at
the cluster level, then this approximation should be suffi-
cient. Spending more computation time to find a better ap-
proximation would impair the hierarchical nature of the al-
gorithm and would reduce its performances.

4.3. Refinement oracle using clusters

Our refinement criterion (cf.3.1) requires us to select control
points on the receiving object. This is straightforward if the
object is a surface. If the target object is a cluster, taking
control points at spatial locations inside the cluster, then look
for the closest surface would be too costly.

We have elected to use a surface-based sampling method:
if the oracle wantsN sample points in the cluster, and the
cluster containsM surfaces:

� if N > M, we choosed N
M e control points on each surface.

� if N < M, there is less than one control point on each sur-
face. We take one surface out ofM

N , and take one control
point on each of these surfaces.

This algorithm usually ensures an homogeneous repartition
of the control points inside the cluster.
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Computation time Memory

Direct Indirect Per frame

M2 146s 4,445s 8s 415MB

1 frame 6s 103s 109s 17 MB

Table 2: Experimental results, clusterized scene

4.4. Experimental Results

We have tested our clustering approach on complex test
scenes (see accompanying videos): the four cubes in our
room were replaced by more complex models. We kept the
same moving spotlights. The resulting scene contains about
30,000 polygons, and exhibits complex time-dependent
lighting conditions. Experimental results are summarized in
table2.

We obtain similar quality frames from both the time de-
pendent and the classical hierarchical radiosity algorithm.
The acceleration factor is about 14. However, this good re-
sult must be moderated by the fact that the approximations
implied by clustering have brought back some temporal dis-
continuities in our solution.

5. Conclusion and Future Work

In this paper, we have shown how space-time hierarchical ra-
diosity can be made to work with complex scenes, by intro-
ducing the notion of lazy clustering and allowing a flexible
tradeoff in the organization of the space-time hierarchy.

We have also proposed a modification of the space-time
radiosity method using higher-order wavelets for the spe-
cific representation of temporal variations of the radiosity
function, resulting in smoother animations, with fewer dis-
continuities and slightly better computation times thanks to
reduced hierarchical subdivision.

The resulting algorithm brings us closer to our ultimate
goal, which is to provide a tool to generate high-quality
lighting solutions for animated sequences known in advance,
where all parameters of the animation can be employed to
optimize the usage of resources and minimize visual arti-
facts.

This algorithm is still in progress. Areas for future re-
search includes the definition of better refinement criteria en-
suring even better temporal continuity, especially when us-
ing clustering. We are also investigating ordering strategies
for refinement to allow disk caching and therefore reduce
the amount of memory required by the space-time radiosity
algorithm.
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ACTOR LIGHT

Figure 5: Representative frames from example animations.

c The Eurographics Association 2001.


