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Abstract
In this paper, we propose a physically-based 3D dynamic facial model based on anatomical knowledge for real-
istic facial expression animation. The facial model incorporates a physically-based approximation to facial skin
tissue and a set of anatomically-motivated facial muscle actuators. The tissue model has multilayered mass-spring
structure which approximates different types of facial tissue. Two kinds of biphasic springs, structural springs and
shear springs, are included in our model to simulate nonlinear elastic behavior of the skin. Facial muscle models
are presented to emulate facial muscle contraction. In the muscle model, two factors, the muscle force scaling
factor and muscle strength factor provide us macro and micro control of the muscle influence respectively. Based
on the facial anatomy, these contractile muscles are inserted at anatomically correct position within the dynamic
skin model. Lagrangian mechanics governs the dynamics, dictating the deformation of facial surface in response
to muscle forces. The dynamic facial animation algorithm runs at interactive rate with continuous 3D display on
a graphics workstation.

1. Introduction

For years, realistic facial expression animation has been one
of the most fundamental problems in computer graphics and
one of the most difficult. Indeed, attempts to model and an-
imate realistic human faces date back to the early 70’s, with
significant effort devoted to this field since then. In recent
years, facial animation has been used in such diverse ar-
eas as character animation in entertainment industry and ad-
vertising, model-based video coding, man-machine interface
agents and avatars, facial expression recognition and facial
surgery planning. However, the task of accurately model-
ing the expressive human face by computer remains a major
challenge. There are several factors that make realistic fa-
cial expression modeling so elusive. First, the representation
of the face itself. The human face is an extremely complex
geometric form. For example, the human face model used
in Pixar’s Toy Story14 had several thousand control points
each. Moreover, the face exhibits countless tiny creases and
wrinkles, as well as subtle variation in color and texture —
all of which are crucial for our comprehension and appreci-
ation of facial expressions. Second, the modeling of motion.
Since facial movement is a product of the underlying skele-
tal and muscular forms, as well as the mechanical properties
of the skin and subcutaneous layers (which vary in thickness

and composition in different parts of the face). This is very
complex, because there are numerous specific muscles and
important interactions between muscles and bone structure.
All of those problems are enormously magnified by the fact
that we, as humans, have an uncanny ability to read expres-
sions — an ability that is not merely a learned skill, but is
part of our deep-rooted instincts. For facial expressions, the
slightest deviation from truth is something any person will
immediately detect.

Researchers have devoted significant efforts to the mod-
eling and deformation of the human face shape. In the
literature, most facial animation approaches were based
on the surface model from standard polygonal surface
meshes1; 2; 4; 15; 16; 17 to parametric surfaces such as B-spline13

and hierarchical B-spline22. Surface model is conceptually
simple, providing ease of control and rapid computation. But
it has litter relation to physical reality of a layered skin tissue,
and therefore tend to lack realism. Since the overall appear-
ance of a human face is very much influenced by its internal
tissue and muscle structure, the multilayered model is the
most promising for realistic facial animation. The multilay-
ered model should contain different types of facial tissue and
model the interactions between them. The key advantage of
layered methodology is that once the layered structure is es-
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tablished, only the underlying muscle need to be scripted for
animation; expressive skin deformations are generated auto-
matically.

Our goal is to achieve a realistic human facial expression
animation using physically-based modeling approach from
the anatomical perspective and in an acceptable time for in-
teractive applications. In this study, we propose a 3D face
model which incorporates a physically-based approximation
to facial skin tissue and a set of anatomically-motivated fa-
cial muscle actuators. The mechanism of generating facial
expressions with our model is very close to the actual one
in the human face. Three kinds of muscle models are pre-
sented to simulate facial muscles contraction. In the mus-
cle model, two factors, the muscle force scaling factor and
muscle strength factor provide macro and micro control of
the muscle influence respectively. The biomechanical fa-
cial tissue model is constructed by a multilayered elastic
mass-spring meshes. Two kinds of biphasic springs, struc-
tural springs and shear springs, are included in the model to
simulate the nonlinear elastic behavior of the skin. To syn-
thesize facial expressions, we make an important hypothesis
about it, namely, that any facial expression can be viewed as
a weighted linear combination of the contraction of a set of
typical facial muscles. When muscles contract, by solving
the dynamic equation for each skin node, the flexible and
realistic facial expressions can be animated in real-time.

1.1. Related Work

Previous studies for facial modeling and animation started
with the seminal work of Parke15. He used a combination
of digitized expressions and linear interpolation of features
such as eyelids, eyebrows and jaw-rotation. Facial motions
are described as a pair of numeric tuples which identify the
initial frame, final frame and interpolation. More recently,
Cyriaque Kouadio et al.10 and Jose Daniel Ramos Wey et
al.7 built their real-time facial animation system based on a
bank of pre-modeled 3D facial expressions. By the keyframe
interpolation of predefined extreme expression, their sys-
tem can produce a wide range of facial expressions. But the
modeling of a complete bank of basic expressions can be
quite time consuming, and all these basic expressions oc-
cupy space. The intermediate expressions are limited by the
type of interpolation, and if two expressions do not blend
nicely, more intermediate expressions must be added to the
sequence. Furthermore, a complete bank must be built for
any new facial model.

Parke16 introduced the concept of parameterization in fa-
cial animation to address the disadvantages of the keyframe
technique. Two parameter sets were built to control facial
shape and facial expression respectively. The technique re-
quires only a single face model, eliminating the need for a
complete bank of models. The Facial Animation System de-
veloped by Steve DiPaola2 is an extension of Parke’s model
whose purpose is to provide an environment for the easy cre-

ation, manipulation, and animation of face. It has the ability
to specify and animate a wider range of facial types. The key
aspect in these parameterized conformal and expression con-
trols relies upon the parameterization itself. Too few param-
eters will offer only a limited spectrum of expressions, while
too many parameters will overwhelm the animator creating
a specific expression on a specific face. Thus, to develop a
parameterization flexible enough to create any possible face,
and allowing it to take any desired expression with simple
and intuitive controls, is a very complex task.

Magnenat-Thalmann et al.21 defined a model where the
action of a muscle is simulated by a procedure, called an
Abstract Muscle Action procedure(AMA). Each AMA has
an associated procedure with a set of parameters which can
be used to control the motion of vertices composing the face.
Kalra et al.8 describe interactive techniques for simulating
facial muscle actions using Rational Freeform Deformation
(RFFD). This method consists of deforming the predefined
skin with a space-filling function whose purpose is to de-
form the skin surface corresponding to desired muscle ac-
tions. Hai Tao and Thomas S. Huang19 propose a mesh-
independent free-form deformation model. In their model,
the connected piece-wise 3D Bézier volumes are generated
automatically from a given face mesh according to facial fea-
ture points. These volumes cover most regions of a face that
can be deformed. The facial animation model of Williams25

is based on the tracking of the reflective markers on a perfor-
mance actor. After recording, the displacements of markers
are applied onto the 3D facial model. The deformation area
around each marker is interpolated, leading to a library of
realistic expressions.

Waters23 presented a facial animation technique which
modeled the effects of muscle tensions over a region of skin.
While successful in the application, the model was purely
geometrical rather than dynamic. It did not respond in a
physically realistic fashion to external forces. For facial ani-
mation to be flexible and realistic, the force that is generated
by facial muscle contraction must be modeled.

The purely geometric nature of prior face models men-
tioned above limits their realism, however, because it does
not take into account the fact that the human face is not
only a geometric model but also an elaborate biomechani-
cal system. Physically-based face models have emerged to
overcome these limitations. Platt and Badler17 developed an
early physical face model. In their model, skin is the out-
ermost level represented by a set of 3D points defining a
surface which is movable. Bones represent innermost level
which cannot be moved. Muscles are groups of elastic arcs
between the two levels. Essa et al.4 employed the physically-
based face model for observing and tracking facial motion
using video sequences as input. Using Platt’s model as the
base model, they extended it to incorporate a multi-grid fi-
nite element mesh to describe the skin surface and developed
an elastic model for the face muscles. Their muscle model
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is a simplification of the model presented in 6, which con-
sists of series and parallel elastic spring to generate muscle
force. The important limitation of their method is the lack
of "real" oris muscles. This limitation has resulted in unre-
alistic motion around the lips. Terzopoulos et al.20 produced
realistic facial animation using a hierarchical physical face
model. They also estimated the contraction of facial mus-
cles from facial image sequence. Their methods although
very realistic, lack the speed to be able to run in real-time
because of the underlying complexity of the calculations in-
volved for each facial movement. Lee et al.12 produced re-
alistic facial animation using a hierarchical physical model
of a human face. By exploiting high-resolution laser scanner
data, the structured generic facial mesh can be conformed to
individual automatically. However, his model only has one
kind of facial muscle, which limits the scope of expression
animation. For motion, it employs explicit Euler integration
method. Rolf Koch et al.9 presented an approach for surgical
planning and prediction of facial shape by using finite ele-
ment models. Although the system can achieve high perfor-
mance, however, a quantitative analysis of the relationship
between facial muscles and facial skin deformation has not
been done in detail. And the high computation cost prevents
its usage in real-time applications.

1.2. Preview

Our paper is organized as follows: first, we give an overview
of our facial expression animation system and describe
different processing components. Section 3 briefly intro-
duces the FACS( Facial Action Coding System) which maps
the desired facial expression into facial muscle activation.
In section 4 we elaborate the modeling process of physi-
cal muscle models and motion of jaw. Section 5 presents
anatomy-based multilayered facial tissue model for simulat-
ing the deformable nature of facial skin. The assembly pro-
cess that enables the anatomically consistent facial skin to be
constructed automatically is also described. Section 6 illus-
trates the motion dynamics and numerical simulation of our
facial model. We finish by presenting our simulation results,
some conclusions and future work.

2. System Overview

Our real-time facial expression animation system, illustrated
in Fig. 1, consists of three parts: physical facial skin mod-
eling, facial muscles definition and editing and mass-spring
system solver.

In the first step, a multilayered face tissue model is built
by using triangular wire meshes. The model represents the
face tissue of three layers: epidermis, dermis and hypoder-
mis. All vertices are connected by non-linear springs that
represent the elasticity of facial skin.

The facial muscles definition process allows the user to in-
teractively define the origin and insertion points of the facial

Figure 1: System set-up for facial expression animation

muscles. Muscle editor provides the interface for adjusting
the value of muscle force scaling factor which determines
the magnitude of the contraction of individual facial muscle.
The user can combine a weighted sum of muscle contrac-
tions into Action Unit (AU) during muscle editing.

The mass-spring system solver computes the facial ap-
pearance of each Action Unit in order to obtain displace-
ment fields for the face model. It comprises computations
for individual muscle force, internal elastic force, updating
kinematic states to obtain new face shape. By the appropri-
ate combination of several AUs, the realistic expressions can
be synthesized.

3. The Facial Action Coding System (FACS)

The simulation of facial expressions requires a mapping of
the desired facial expression into facial muscle activation.
The Facial Action Coding System (FACS) was developed by
Ekman and Friesen 3 for this purpose. Based on photographs
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AU No. FACS Name AU No. FACS Name

AU1 Inner brow raiser AU14 Dimpler

AU2 Outer brow raiser AU15 Lip corner depressor

AU4 Brow lower AU16 Lower lip depressor

AU5 Upper lid raiser AU17 Chin raiser

AU6 Cheek raiser AU20 Lip strecher

AU7 Lid tighter AU23 Lip tighter

AU9 Nose wrinkler AU25 Lip part

AU10 Upper lid raiser AU26 Jaw drops

AU12 Lid corner puller

Table 1: Action Units employed

of facial expressions, they investigated in fundamental psy-
chological tests the relationship between facial expressions
and emotions. The result of this research is a unique cate-
gorization of the emotions (happiness, fear, sadness, anger,
surprise, and disgust) into primary facial expressions.

The FACS describes the set of all possible basic action
units (AUs) performable by the human face. Each AU is min-
imal facial action that cannot be divided into smaller actions.
There are 66 AUs in the FACS which are categorized as fol-
lows:

i. AUs of the upper face

ii. AUs of the lower face

1) Horizontal Action Units

2) Vertical Action Units

3) Diagonal Action Units

4) Orbital Action Units

iii. Mixed AUs

iv. Head and eye position

The groups (i) and (ii) play a major role in the simulation
of facial expressions. We select 17 units which give strong
influence to emotion expression. Table 1 shows the 17 AUs
which we are actually using out of AUs to make expressions.

4. Facial Muscle Modeling

4.1. Facial Muscle Physiology

The muscles of the face are commonly known as the muscles
of facial expression. Some facial muscles also perform other
important functions, such as moving the cheeks and lips dur-
ing mastication and speech, or constriction and dilation of

the eyelids. The muscles of facial expression are superficial,
they are mostly attached with both the skull and the facial tis-
sue. A special case are obicularis oculi around the eyes and
obicularis oris around the mouth which are only grown to-
gether with the tissue. One end of the facial muscle attached
to skull is generally considered the origin while the other one
is the insertion. Normally, the origin is the fixed point, and
the insertion is where the facial muscle performs its action.
The muscles of facial expression work synergistically and
not independently. The group functions as a well-organized
and coordinated team, each number having specified func-
tions, one of which is primary. These muscles interweave
with one another. It is difficult to separate the boundaries be-
tween the various muscles.

Muscles are bundles of muscle fibers working in unison.
The shape of the fiber bundle determines the muscle type
and its functionality. In human face, a wide range of muscle
types exist: rectangular, triangular, sheet, linear, sphincter 24.
There are three main types of facial muscles incorporated in
the face model:

� Linear muscle: It consists of a bundle of fibers that share
a common emergence point in bone and pulls in an angu-
lar direction. One of the examples is the zygomaticus ma-
jor which attaches to and raises the corner of the mouth.

� Sphincter muscle: It consists of fibers that loop around
facial orifices and can draw towards a virtual center; an
example is the orbicularis oris, which circles the mouth
and can pout the lips.

� Sheet muscle: It is a broad, flat sheet of muscle fiber
strands without a localized emergency point. The most ob-
vious example is the lateral frontalis, one of the forehead
muscles that raise the outer portion of the eyebrows.

4.2. Linear Muscle Model

On contraction, facial regions close to the skin insertion
point of a muscle are affected. The effect of facial muscle
contraction is to pull the surface from the area of the muscle
insertion point to the muscle attachment point. Fig. 2 illus-
trates the linear muscle model with the following definitions:

xi: arbitrary facial skin point

mA
j : attachment point of linear muscle j at the skull

mI
j : insertion point of linear muscle j at the facial skin

R j: the maximal radius of muscle influence

ϕ j : the maximal angle of muscle influence

ϕ ji: the angle between vector mA
j mI

j and xi

l ji : the distance between muscle attachment point mA
j and

skin point xi

The muscular influence decreases with both the decreas-
ing of the distance from muscle attached point lji and in-
creasing of the angle from muscle vector ϕ ji . It is assumed
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Figure 2: Linear muscle model

that there is zero influence at the point of muscle attachment
to the bone mA

j and that maximum influence occurs at the

muscle insertion point mI
j. Consequently, a fall-off of the

muscle force is dissipated through the adjoining tissue in the
influence area of the muscle. l ji is calculated as:

l ji = kmA
j �xik (1)

l ji and ϕ ji are the weight factors that influence muscle j at
vertex xi separately for length factor λ ji and angular factor
γ ji :

λ ji =
l ji

kmA
j �mI

jk
(2)

γ ji =
ϕ ji

ϕ j
(3)

λ ji defines the longitudinal distance of vertex i to muscle j
normalized to values between 0 and 1. A value around 0, or
1 signifies that vertex i lies close to the muscle attachment
point, or close to the insertion point, respectively. The in-
fluence of the muscle j increase with λ ji. γ ji is defined in
[0,1] and represents the latitude distance between vertex i
and muscle j. Increasing γ ji results in decreasing the influ-
ence of muscle j. The muscular force applying at vertex xi
can be computed as:

�!
f ji = αLΘ1(λ ji)Θ2(γ ji)ν ji (4)

where

ν ji =
mA

j �xi

kmA
j �xik

(5)

In the equation(4), αL is muscular force scaling factor which
provides us the macro control of the magnitude of the mus-
cle force. Function Θ1(Fig. 3 (a)) scales the muscle force
according to the length ratio, while Θ2 (Fig. 3 (b)) scales the
muscle force according to the angular ratio γ ji at node xi. We
define

δ j =
R j

kmA
j �mI

jk
(6)

and

Θ1(λ ji) =

8<
:

cos((1�λη j

ji ) �
π
2 ) 0 � λ ji � 1

cos((
λ

η j
ji �1

δ
η j
j �1

) �
π
2 ) 1 < λ ji � δ j

(7)

Θ2(γ ji) = cos(ϕ jγ ji)cos(γ ji �
π
2
) 0 � γ ji � 1 (8)

(a) (b)

Figure 3: (a)Function curve of Θ1 and the influence of pa-
rameter η j; (b)Function curve of Θ2 and the influence of
parameter ϕ j

The constant η j defines the muscle strength factor which
provides us the micro control of the magnitude of the muscle
force. A decrease in the value of η j increases the muscle
influence along the longitude.

4.3. Sphincter Muscle Model

Unlike the linear muscle, the sphincter muscle attaches to
skin both at the origin and at the insertion, and contracts
around a virtual center. Because sphincter muscles do not
behave in a regular fashion, it can be modeled in ellipti-
cal shape and can be simplified to a parametric ellipsoid as
shown in Fig. 4. The definition of the parameters are:

xi: arbitrary facial skin point

o: epicenter of sphincter muscle influence area

a: the semimajor axis of sphincter muscle influence area

b: the semiminor axis of sphincter muscle influence area

Figure 4: Sphincter muscle model

The muscular force applied at vertex xi is computed as:
�!
fi = αsΘ(ri)νi (9)

where αs is sphincter muscular force scaling factor and

νi =
o�xi

ko�xik
(10)
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Θ(ri) = cos((1� ri) �
π
2
) 0� ri � 1 (11)

in equation (11)

ri =

q
y2

i a2 + x2
i b2

ab
(12)

4.4. Sheet Muscle Model

A sheet muscle neither emanates from a point source, nor
contracts to a localized node. In fact, sheet muscle is a series
of almost-parallel fibers spread over an rectangle area, mus-
cle model is illustrated in the Fig. 5. Two points mA1

j and

mA2
j specify the attachment line of the sheet muscle. mAc

j is

the middle point of mA1
j and mA2

j . Similarly, the points mI1
j

and mI2
j specify the insertion line of the sheet muscle, and

mIc
j is the middle point of mI1

j and mI2
j .

xi : arbitrary facial skin point

mA1
j and mA2

j : attachment points defining attachment line
of sheet muscle j

mAc
j : middle point of sheet muscle attachment line

mI1
j and mI2

j : insertion points defining insertion line of
sheet muscle j

mIc
j : middle point of sheet muscle insertion line

L j : the length of the rectangle zone influenced by sheet
muscle

Wj : the width of the rectangle zone influenced by sheet
muscle

l ji : the distance between skin point xi and sheet muscle
attachment line

Figure 5: Sheet muscle model

In the sheet muscle model, the muscular force applied at
vertex xi is calculated as:

�!
f ji = αstΘ(λ ji)m j (13)

where αst is sheet muscular force scaling factor and

m j =
mAc

j �mIc
j

kmAc
j �mIc

j k
(14)

Θ(λ ji) =

8<
:

cos((1�λη j

ji ) �
π
2 ) 0� λ ji � 1

cos((
λ

η j
ji �1

δ
η j
j �1

) �
π
2 ) 1< λ ji � δ j

(15)

in the formula (15), η j is the sheet muscle strength factor
and

λ ji =
l ji

kmAc
j �mIc

j k
(16)

δ j =
L j

kmAc
j �mIc

j k
(17)

4.5. Jaw Rotation

In facial modeling and animation, it is very important to ro-
tate jaw, which makes the animation convincing. Human jaw
is composed of two parts: upper and lower jaw. The mov-
able part is the lower jaw. In our model, the jaw contains the
vertices of the lower region of the face surface which can
rotate around the X and Y axes. The rotation of the jaw can
be realized by a coordinate transformation as the following
equation:0
@ x;

i
y;

i
z;

i

1
A=

0
@ cosφy � sinφx sin φy �cos φx sin φy

0 cos φx � sinφx

sinφy sinφx cos φy cos φx cosφy

1
A
0
@ xi

yi

zi

1
A

(18)
φx and φy represent the degrees of rotation around the X
and Y axes respectively. The origin of the transformation are
both sides of the joint points of the jaw and the upper skull.

5. Multilayered Facial Tissue Modeling

5.1. Physiology of Skin Tissue

In order to account for individual tissue behavior which is
varying with age, gender, and ethnic group, it is crucial to
distinguish between different facial tissue types. Therefore
the elastic properties of living tissue have to be well un-
derstood. There exist numerous ariticles and books describ-
ing the mechanical and functional properties of the differ-
ent anatomical structures. The book written in 1993 by Y.
Fung5 is the most fundamental one. Facial skin consists of
three layers: epidermis, dermis and hypodermis. The epider-
mis, the outermost tissue layer, is just 0.1mm thick and is
supported by the underlying dermis layer. The dermis layer
is much thicker (0.6mm to 3.5mm) and responsible for the
elasticity of the skin. The underneath hypodermis layer con-
tains the fatty tissue and only slightly affects the elasticity
of the facial skin. Therefore, the facial soft tissue comprises
various substances with different elastic properties, which
can not be modeled separately.

Experimental results in 5 have shown that living biolog-
ical tissue has a non-linear, viscoelastic stress-strain rela-
tionship as shown in Fig. 6. Under low stress, dermal tis-
sue offers very low resistance to stretch, but under greater
stress it resists stretch much more markedly. The history of
strain affects the stress, which means that the stress-strain re-
lations in the loading and unloading processes are different.
Each branch of a specific cyclic process can be described by
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a non-linear pseudo-elastic function. Since the difference is
insignificant, we approximate the non-linear relationship by
a biphasic curve illustrated in Fig. 6.

Figure 6: Stress-strain relationship of facial tissue.

5.2. Multilayered Deformable Tissue Model

In accordance with the structure of real skin, we have de-
veloped a multilayered mass-spring tissue model for facial
expression animation. For each triangle of the facial skin
one basic tissue element as shown in Fig.7 is created. Each
mass point is linked to its neighbours by massless springs
of natural length non equal to zero. The topmost surface of
the lattice represents the epidermis. It is a rather stiff layer
of keratin and collagen and the spring stiffness are set to
make it moderately resistant to deformation. The springs in
the second layer are highly deformable, reflecting the na-
ture of dermal fatty tissue. Nodes on the bottom-most surface
of the lattice represent the hypodermis to which facial mus-
cle fibers are attached. Every vertex xe

i in the surface mesh
which represents the epidermis layer belongs to a vertex xd

i
on the underlying dermis layer and a vertex xh

i on the hypo-
dermis layer. This relation enables us to construct a mesh of
springs between each two layers.

Figure 7: Multilayered skin tissue element

The basic tissue elements are generated by connecting
each epidermis vertex to the underlying dermis and hypo-
dermis structure. The linkage between each two layers is
achieved in two different ways:

� Springs linking a vertex on each layer with its neighbors
on the same mesh layer and springs linking this vertex
with the corresponding vertex on the other layer, are re-
ferred to as structural springs, which resist compression

or traction stresses. In particular the latter is normal to the
connected layers.

� Springs linking a tissue layer vertex with the neighbors of
the related underlying layer vertex, are referred to as shear
springs, which resist shearing and twisting stresses.

The relationship of the springs is illustrated in Fig.7. By as-
sembling the discrete deformable model according to his-
tological knowledge of skin, we are able to construct an
anatomically consistent facial skin surface. To automate the
facial model assembly the procedure stars with the triangular
facial mesh, whose mass points and springs represent epider-
mis. The point on the dermis layer xd

i is computed by tracing
the surface normal ne

i of the epidermis in the direction to the
dermis layer. ne

i is approximated by averaging the normals of
all adjacent triangles. The obtained discrete dermal nodes are
interconnected by dermal springs to establish dermal layer
which has the same topology as that of the epidemal layer.
Then it forms intermediate spring mesh by attaching short
springs from arbitrary epidermal node xe

i downward to cor-
responding dermal layer node xd

i and its neighbors. In the
same way, the hypoepidermis layer can be constructed auto-
matically.

Figure 8: Layered facial skin model

Fig. 8 illustrates a facial topology after the automatic as-
sembly. The synthetic tissue include about 1280 triangular
elements. The spring meshes in the three layers which rep-
resent epidermis, dermis and hypodermis layer have differ-
ent stiffness parameters in accordance with the nonhomo-
genecity of real facial tissue. To approximate the non-linear
strain-stress relationship of the soft tissue each spring con-
stant is defined biphasic(see Fig. 6). In order to simulate a
homogeneous elasticity in each layer the spring constants
depend not only on the flexibility of the actual individual tis-
sue but also on the length of the springs and the size of the
basic tissue elements, which is largely determined by the lo-
cal curvature of the skin since there are large triangles in the
regions of low curvature.
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Tissue layer Low spring stiff-
ness (kL)

High spring stiff-
ness (kH )

Epidermis 50 100

Dermis 20 40

Hypodermis 30 80

Table 2: Spring stiffness parameters of different tissue layer

6. Forces and Dynamics of the Defomable Tissue Model

The internal elastic force is the resultant of the tensions of
the springs linking xi to its neighbours:

Qi =� ∑
j2Ni

ki j[di j�d0
i j

di j

k di j k
] (19)

where:

N is the set regrouping all neighboring mass points that
are linked by springs to xi.

di j =
��!xix j .

d0
i j is the natural length of the spring linking xi and x j.

ki j is the spring stiffness of the spring linking xi and x j .

ki j =

�
kL εi j � εc

kH εi j > εc (20)

The low-strain stiffness kL is smaller than the high-strain
stiffness kH . Like real skin tissue, the biphasic spring is read-
ily extendible at low strains, but exerts rapidly increasing
restoring stresses after exceeding a strain threshold εc. Note
that the spring force is a nonlinear function of node positions
because k di j k involves roots of sums of squares. For all re-
sults presented in this paper we have assigned the stiffness
values of Table 2 to the different tissue types.

Applying external forces to the deformable facial model
yields realistic dynamics. Based on the FACS3, various fa-
cial expressions are created by the combination of the con-
traction of certain facial muscles. In our 3D face model, there
are 23 muscles. We use 3 sphincter muscles to represent the
orbicularis oris and orbicularis oculi. The other muscles are
represented as pairs of muscles which have left and right
components. The facial muscle structure is shown in Fig. 9.

When the muscles contract, the facial skin points that are
in the influence area of the muscle model are displaced to
their new positions. As a result, the facial skin points not
influenced by the muscle contraction are in an unstable state,
and unbalanced elastic forces propagate through the mass-
spring system to establish a new equilibrium state.

Based on the Lagrangian dynamics, the deformable facial

Figure 9: Facial muscles in our model

model equations of motion can be expressed in 3D vector
form by the second-order ordinary differential equation:

M
∂2�!x
∂t2 +C

∂�!x
∂t

+K(
�!x )

�!x = f (�!x ) (21)

We can take the elastic force expression as an external force
Qk(

�!x ) = K(
�!x )

�!x , and take Qk to the right hand side of
the Eq. 21. This new form of the equation will simplify the
formulation procedure.

M
∂2�!x
∂t2 +C

∂�!x
∂t

= f (�!x )�Qk(
�!x ) (22)

in Eq. 22, �!x is a 3n vector of nodal displacement, M is
the mass matrix, an 3n� 3n diagonal matrix which con-
tains masses of the nodes as diagonal elements, and C is the
damping matrix, an 3n�3n diagonal matrix which contains
dampers of the nodes as diagonal elements. f is a 3n vector
of muscular force applied to each node. The solution of the
nodal displacement, velocity and acceleration at time t +∆t
can be obtained by using numerical integration. In the simu-
lation, we use a second-order Runge-Kutta method 18 to in-
tegrate ordinary differential equations. We have chosen this
method because it is more accurate and stable than Euler’s
method while retaining an acceptable time of execution.

The algorithm is as follows:

1. Initialization:

� Form face model mass matrix M and damping matrix
C;

� Calculate the initial displacement, velocity and accel-
eration: x0, ẋ0, ẍ0;

� Store matrix value in memory.

2. Time loop:

� Calculate the external muscular force vector f based
on the muscle models;

� Calculate the elastic force vector Qk from elastic force
equations;

� Solve for acceleration at time t + ∆t based on the
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Figure 10: Interface of the facial expression animation sys-
tem

stored matrix values(M,C), muscular force vector f
and elastic force vector Qk;

� Calculate new velocity and position at time t +∆t.

7. Results

We have implemented a facial expression animation system
that illustrates how the physically-based multilayered tissue
response to the muscle force to generate flexible expres-
sions. The system is developed by C++/OpenGL. It runs on
a SGI540 Visual Workstation, PIII-Xeon 550MHz, 512MB.
Fig. 10 shows the graphical user interface to set the facial
parameters, such as the combination weight of each facial
muscle, the spring stiffness and damping coefficient of de-
formable tissue layers, and the rotation angel of the jaw. By
the control panel, we can interactively adjust the values of
parameters to produce various facial expressions.

In the simulation, we used the physically-based face
model to create some typical facial expressions. They are
sadness, anger, happiness, surprise and disgust. In each ex-
pression simulation, we select the major functional muscles
based on the AUs of the FACS. For instance, sadness is rep-
resented by AU1+AU15 in the FACS, the associated facial
muscles are frontalis and depressor anguli. By simulating the
contraction of these facial muscles, the expression of sadness
is regenerated dynamically. Fig. 11 shows the dynamic de-
formation of face model on “Anger" and “Surprise".

In Fig. 12, from left to right, the first images are the typ-
ical expressions produced by a real man for comparison.
The second images show the expressions synthesized by the
smoothly shaded facial model. The images on the right are
the 3D motion tracking of the mesh nodes of the outmost tis-
sue layer on the face model, which correspond to each syn-
thesized facial expression respectively. In the motion track-

ing, the motionless vertices are in blue and the colorful tra-
jectories illustrate the motion of the displaced vertices dur-
ing expression generation process from blue at the first frame
to red at the last frame. Note that all the synthesized expres-
sions illustrated are generated dynamically. Regarding the
system performance, we have reached the animation of 22
frames per second.

8. Conclusion and Future Work

In this paper, we have presented a 3D face model which is
physically-based and constructed from anatomical perspec-
tive for facial expression animation. Three kinds of muscle
models are developed to simulate real facial muscle contrac-
tion. The spring meshes that approximate epidermis, der-
mis and hypodermis have different mechanical parameters
to simulate the nonlinear elastic behavior of the skin. Two
types of biphasic nonlinear springs, structural springs and
shear springs, are included in our model. Based on the La-
grangian dynamics, facial tissue is deformed as the muscle
force applying on it. Experimental results show the real-time
face deformation process as well as realistic expression an-
imation. Using our facial model, we can generate flexible
and realistic expressions.The biggest advantage of our ex-
pression modeling system is that it can analyze the relation-
ship between the facial skin deformation and the inside state,
which is determined by facial muscle parameters. This en-
ables us to predict deformation of the facial shape by de-
tailed quantitative analysis of the relationship between facial
muscles and facial skin deformation.

For the future work, the skull model will also be included
to accurately simulate the articulation of the chin which due
to the movement of jaw. Texture mapping will be imple-
mented to increase realism of animation. In order to ac-
count for individual variation of the different layers and tis-
sue types, we will incorporate input data of the real skin from
CT or MRI source. Moreover, we will research the relation-
ship between facial expressions and the internal facial struc-
ture (muscle and skull) in addition to creating realistic facial
images.
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