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A Minimalist Approach to Facial Reconstruction
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Abstract
We propose a minimalist approach to 3D facial reconstruction. By applying cognitive and anatomical heuristics,
we show that a realistic face model can be reconstructed from a generic face model using only one or two real
facial images and minimal user interaction.

1. Introduction

Much work has already been done in the area of facial recon-
struction 14; 17; 22; 10; 8; 11; 3 ; 4 ; 6; 16. An excellent summary
of the tools and techniques used in facial reconstruction and
animation can be found in 15. However, most work empha-
sizes photo realistic quality that requires extensive input, a
large number of sample points, and intensive user interac-
tion.

We propose a minimalist approach to 3D facial recon-
struction. By applying cognitive and anatomical heuristics,
we show a realistic facial model can be reconstructed from
a generic facial model using only two real facial images and
minimal user interaction. There is no need for camera cal-
ibration. The method is very suitable to rapidly customize
facial models used as avatars in VR walk-through applica-
tions.

The main idea is to apply cognitive and anatomical heuris-
tics to the algorithm. We focus only on those aspects of the
face, which are cognitively significant. Cognitive psychol-
ogists have demonstrated, through phenomena such as the
differential inversion and the caricature advantage 21, that
humans appear to pay special attention to contours of facial
features such as the eyes, lips, etc. These are believed to form
the dimensions of face space 7. In addition, our solution's
feature extraction component takes advantage of anatomical
expertise in the form of redundancies in the human face to
help trace the features of interest. This expertise is primarily
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in the form of rules that all human faces conform to and have
been compiled in 15.

From our knowledge, all reconstruction frameworks using
images need camera calibration. It is a very tedious process
though significant progress has been made on techniques of
self-calibration in computer vision society 18. In our recon-
struction solution, only two facial images from two special
camera poses are used as input - a front and a profile image.
Thus we are able to avoid the camera calibration process.
From our experiments the reconstruction results are still ac-
ceptable, even when these two images are not taken exactly
from the front and side views.

The most relevant work to ours is 12. We follow the same
trend towards automatic reconstruction. The major differ-
ence is that we introduce cognitive and anatomical heuristics
into processes of feature extraction and deformation. By do-
ing this, we can segment the extraction and deformation to
multi-processes with each sub-process working on its own
important feature of face model. The accuracy and efficiency
of algorithm have been improved.

2. The Solution

Our solution consists of three steps - feature extraction, 3D
deformation, and texture mapping. We apply cognitive and
anatomical heuristics in feature extraction and deformation.
Texture mapping is used to enhance the final results(Figure
1).

2.1. Feature Extraction

The function of this process is to obtain cognitively signif-
icant features represented by contours of the face space di-
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Figure 1: Function model of reconstruction process.

mensions - e.g., the eyes, lips, etc. We do this by the tech-
nique of Hierarchical Deformable Templates (HDTs) which
is an extension of the snake method introduced by 9. An
HDT represents hierarchically encoded anatomical expertise
to help finding the cognitively significant features. Essen-
tially, this involves taking a pre-defined face template con-
taining contours of a generic face model and allowing these
contours to be deformed by facial images in a constrained
fashion. These constraints are represented in a hierarchical
manner and codify the anatomical expertise required to con-
strain the search space for individual contours.

A top-down approach is used to extract the facial con-
tours. First a face outline template finds the approximate lo-
cation of the face. It then enforces approximate feature lo-
cations for the eyes, for instance, which are the child nodes
of the face HDT. Finally the third level HDTs enforce their
own set of constraints on its own children, e.g., the eye HDT
enforces its set of constraints on the eye-ball (pupil, cornea,
and iris) and eyelid.

For each image, we use a separate HDT to extract its con-
tours in 2D. The results of this process are then used to de-
form the generic 3D model in next step.

2.2. 3D Deformation

A common technique in reconstructing the 3D structure of
the face is to deform a generic 3D face instead of recreat-
ing the model from scratch (e.g. using Cyberware scanners
2). Most prior work deforms the generic face using struc-
tural information derived from photogrammetric techniques.
Our approach to deformation is different. We perform a two-
stage deformation on the generic face, once for each image.
We pre-define a feature-ring of vertices for each facial fea-
ture on the generic facial model corresponding to those ex-
tracted by HDTs in the extraction phase. These features rep-
resent the most cognitively significant parts of the face. Each

Figure 2: Two images of the first author's face (left) used as
input and a generic facial model (right)

of these features is then deformed using the same snake-
based technique to match the derived contours. The rest of
the face is deformed by interpolation based on their locations
relative to the feature vertices of the feature-ring.

2.3. Texture Mapping

To provide additional realism, we texture-map the two orig-
inal images onto the deformed model. We use a very sim-
ple squared-inverse-distance blending function to create the
texture map and then set up the correspondence by using a
cylinder to project the map onto the face.

3. Sample Results

A sample result is shown on the next page. Input is shown in
Figure 2: two real facial images and a generic 3D face model.
In Figure 3, the reconstruction results of the top row are ob-
tained using only one image - the front view of the face. The
results in bottom row are obtained using two images - front
and profile. The 3D features are better reconstructed using
two images. But if only the front view image is available
for a face, e.g., from a web page, ID or passport photo, the
3D-reconstruction result is still very distinguishable.

4. Ongoing Work

To achieve full automation of reconstruction is our final goal.
At present, user interaction is required under some circum-
stances when we do not obtain optimal results from the auto-
matic feature extraction process, e.g., noisy images. There-
fore, we are trying to make this process more robust. At
present, we only make use of edge-gradient information and
anatomical heuristics. We are exploring methods of intro-
ducing a probabilistic framework over multiple criteria. It
will encode more useful target information into HDTs.
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Figure 3: The reconstruction results using one image (top)
and two images (bottom) after texture mapping

Figure 4: The reconstruction result using two images, Copy-
right 1995 University of Bern5.
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