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��� &RQWH[W

The emerging MPEG-4 standard will be the first
audiovisual coding standard understanding an
audiovisual scene as a composition of audiovisual
objects. The visual objects can be of natural or
synthetic origin, 2D or 3D. These objects will have
specific characteristics, notably spatial and temporal
behaviour. The scene composition approach supports
new functionalities, such as content-based coding and
interaction [2], since the objects can be independently
processed and accessed. Due to its relevance in terms
of foreseen applications, 3D facial animation has been
one of the synthetic elements addressed by MPEG-4.
The applications, which should benefit from the
standardisation of some basic tools in this area, range
from videotelephony, and tele-learning, to storyteller
on demand, and facial agents in kiosks. To provide

facial animation capabilities, MPEG-4 decided to
standardise two sets of parameters [3]:

L�� )DFLDO� $QLPDWLRQ� 3DUDPHWHUV� �)$3�
representing a set of basic facial actions related to
some key facial features, such as the lips, the eyes,
the head, the jaw, allowing the animation of a 3D
facial model. The way FAP are supposed to be
interpreted is described in the standard, in order that
similar animation results are obtained independently
of the 3D facial model to be used at the receiver (no
facial model is standardised). FAP are intended to
be used all along the animation.

LL�� )DFLDO� 'HILQLWLRQ� 3DUDPHWHUV� �)'3� allowing
to configure/adapt any 3D facial model (at the
receiver) to a particular face (by the sender) (see
Figure 1). FDP consist in a set of 3D feature points,
defining the basic geometry of a face, and a texture
with the associated feature points, if texture
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mapping is to be performed. Feature points can also
be sent without any texture information if a less
realistic animation is acceptable. FDP are supposed
to be sent only once at the beginning of a session.
This calibration data can be obtained in two ways: i)
by extraction from real images, and ii) by synthetic
generation.

This paper describes a way to obtain a set of 3D
feature points and the corresponding texture
information, allowing the receiver model to be
calibrated in a realistic way by the sender.

��� $XWRPDWLF�([WUDFWLRQ�RI�)HDWXUH
3RLQWV

Depending on the application, facial analysis may
need to be fully automatic or allow human interaction,
giving guidance or refining the automatic results.
While some applications like videotelephony will
hardly allow interaction, requiring an automatic
system with real time analysis, other applications like
facial agents in kiosks allow off-line analysis and thus
human interaction in order that better calibration and
more realistic animations are obtained.

The automatic analysis system implemented extracts
only the feature points corresponding to the most
important facial features, namely those associated to
the head, the mouth, the eyes, the nose and the chin.
This decision was made considering that not all
feature points have the same importance and that it
would be very difficult to automatically obtain the
complete set of feature points from a single image,
specially for the teeth and the back of the neck. The
current selection allows achieving a good and realistic
adaptation of a 3D facial model.

The first step in this facial analysis scheme consists
in locating the head within the image. For this
purpose, the well-known snake algorithm was
implemented [4], a method used to find objects in an
image. A snake is an energy minimising spline that is
pulled towards the edges of an object. To apply the
snake algorithm, an edge image with the most
important edges is obtained using the Sobel’s edge
detection method, after a morphological open filter is
applied to simplify the original image. Other edge
detection methods, like Canny’s algorithm, are being
studied in order to improve the edge extraction
process. The morphological opening operation is
applied to each component of the image 5, * and %
individually, and the individual results are weighted
and summed to obtain the final image. The same
procedure is taken for the Sobel’s edge detection
method. Moreover, in order that the image is clean
from weak intensity spots due to colour variations, the
Otsu’s threshold selection method is applied [5]. The
snake algorithm is then applied to the edge image, so
that the corresponding contour is pulled towards the
head boundary. However, in order to obtain good
results, some constraints are required. First of all, the
background should have as few objects that can
originate strong edges as possible, to avoid
obstructing the snake from contracting itself on the
head boundary, and should have a good contrast with
the face and the hair. The scene should also be well
illuminated, so that the edges are well defined.

After locating the head, the automatic analysis
proceeds to the detection of the remaining facial
elements. For locating the mouth, the eyes, the nose
and the chin, the assumption that these are areas of
high contrast and thus originate strong edges, more
specifically horizontal edges if the head is not rotated,

)LJXUH�����,67�IDFLDO�PRGHO���D��RQO\�ZLWK�SRO\JRQV���E��ZLWK�D�VLPSOH�WH[WXUH
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is made. Using D�SULRUL knowledge for the location of
these facial elements, obtained from the available test
material, the horizontal edge image is first selectively
amplified and then the position of the facial elements
is determined. This method is very sensitive to bad
facial illumination, since this generates weak edges,
and it also does not perform well if a bad head
detection was made. There are other different
methods used for facial analysis, like template
matching [6], neural nets [7] or the use of Eigenfaces
[6], which however are more suitable for face
recognition and need large training sets of face
images.
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Once all the specified facial features are obtained,
the feature points can be determined since they are
closely associated to the position of the detected
facial elements (see Figure 2). These features points
are then used to map a projection of the 3D facial
model on the texture image. After adapting the
projection of the face model to the obtained feature
points, the remaining feature points are extracted by
getting the coordinate values of the corresponding
vertices. With this process (using a single facial
view), only the feature points on the texture are
obtained, but not 3D feature points that can define the
3D geometry of the head. As there is no side-view
information, the size of the face model in the ]
direction is resized to be harmonious with the other
two directions, by determining the ] coordinate values
for the feature points. First an orthogonal projection
on a 2D plane of the IST face model [6], which
corresponds to an average face, is made. The
projection is then adapted to the extracted 2D texture
points. The [ and \ coordinate values of the vertices
are extracted from the adaptation, and the relations
between the original [ and \ coordinates of the model
vertices and the ones of the adapted model are
obtained. The 3D face model is then resized in the ]
direction according to the average of these two
relations, and the ] coordinate of the pretended 3D
feature points are extracted from the corresponding
vertices on the 3D face model. The resulting profile
may be different of the real face, but differences are
acceptable, since they only become noticeable when
the face model is very rotated.

��� 8VHU�5HILQHPHQW�RI�)HDWXUH�3RLQWV

As it has been previously explained, it is very
difficult to have an automatic analysis system that
works well under very different conditions.
Acknowledging that many applications do not
mandatory need fully automatic analysis, it was
decided to implement a module that allows
adjusting/refining the less correct automatically
extracted data. In this work, two types of interaction
targeting the adjustment of the automatically detected
set of feature points have been considered:

i) �'� LQWHUDFWLRQ� - the user may vertically and
horizontally ([�\) adjust the position of each
detected texture feature point, displayed over the
facial texture;

ii) �'�LQWHUDFWLRQ - the user may adjust each of the
3 coordinates for the 3D feature points, determined
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as above indicated, shaping the model geometry.
For both cases, a refined set of features points is
generated.

��� 6RPH�5HVXOWV

Due to space constraints, adaptation results are only
showed for one image, using the IST 3D facial model.
Figure 3 shows the various steps for the extraction of
the specified set of feature points. Although, for this
case, the automatic analysis already provides
acceptable results, there is still room for interactive
improvement, notably by refining the position of the
eyebrows, mouth and chin, achieving better
adaptation results.

)LJXUH���±��D��RULJLQDO�LPDJH��E��DXWRPDWLFDOO\
H[WUDFWHG�IHDWXUH�SRLQWV��F��PRGHO�EHIRUH�DGDSWDWLRQ
�G��PRGHO�DGDSWHG�XVLQJ�WKH�DXWRPDWLFDOO\�H[WUDFWHG

GDWD��H��IHDWXUH�SRLQWV�DIWHU�UHILQHPHQW�E\�XVHU
LQWHUDFWLRQ�DQG��I��FRUUHVSRQGLQJ�DGDSWHG�PRGHO

In conclusion, this paper describes an interactive
analysis system able to extract calibration data to
perform the configuration of 3D facial models in the
context of the emerging MPEG-4 audiovisual coding
standard. More results and a user friendly software
application implementing the analysis system here
described will be available at the time of the
conference.
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