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Abstract

We present a case study in the use of machine+human mixed intelligence for visualization quality assessment, applying auto-
mated visualization quality metrics to support the human assessment of data visualizations produced as coursework by students
taking higher education courses. A set of image informatics algorithms including edge congestion, visual saliency and colour
analysis generate machine analysis of student visualizations. The insight from the image informatics outputs has proved helpful
for the marker in assessing the work and is also provided to the students as part of a written report on their work. Student and
external reviewer comments suggest that the addition of the image informatics outputs to the standard feedback document was
a positive step. We review the ethical challenges of working with assessment data and of automating assessment processes.

CCS Concepts

* Human-centered computing — Visualization design and evaluation methods; Empirical studies in visualization;

1. Introduction

Over the last two academic years, we have been evaluating the use
of automatic methods for assessing the quality of visualizations
submitted as coursework by students on our Data Science MSc
programme. This is part of a strand of work on visualization qual-
ity metrics (VizQM) that we are developing in order to both help
inform visualization developers about the quality of their visual-
izations and in the longer term as we look towards automating the
process of visualization production itself.

2. Background

The automatic assessment of computer science coding assignments
has a history going back to the earliest days of teaching program-
ming [Hol60]. Since then, a wide range of methods have been de-
veloped to automate the process of testing and marking student pro-
gramming assignments [Will5].

The evaluation of the effectiveness of visualizations using exper-
imental methods has a shorter history; one review in 2004 [Pla04]
identified four approaches: controlled experiments to test design
choices, usability evaluations (UX), tool comparisons and case
studies in realistic settings. Concluding that "..visualization re-
search must understand the principles that will help the field cross
the chasm to wider success".
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Recently the idea that visualizations could be automatically as-
sessed using algorithmic quality metrics has been growing in the
literature. This has included using VizQM as a fitness function in a
production optimisation loop [HBW06, HW15, MPOW17] and as
a tool for measuring the effectiveness of the insight a visualization
can provide [Nor06].

In our teaching, we define a set of visualization principles as
learning objectives and then in summative exercises, seek to test
student understanding of these principles against a set of marking
and feedback criteria. In human marking, we judge the achievement
against the criteria and explicitly mark the work and provide written
feedback. In this case study, we asked the question to what extent
can automatic image informatics algorithms support the process of
generating marks and feedback?

2.1. The Objective of Automating Assessments

In reviewing the role of automation in undergraduate computer sci-
ence education Wilcox [Will5] suggests two objectives for auto-
matic assessment :

e Does the proposed automation contribute to or detract from stu-
dent learning?
e Do the benefits outweigh the costs of automation?

Here our goal is to evaluate a mixed intelligence approach, rather
than full automation. This differs from some coding assignments
where data output comparisons and code checking tools can au-
tomatically generate proposed marks, although there are questions
about the reliability of these in all cases [WKF18].
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2.2. Visual Quality Metrics

There is a wide range of literature in visual quality metrics for im-
age [ZM20] and video [MYdE15] coding standards which seek to
measure subjectively and objectively the effect of image compres-
sion algorithms on perceived image quality. In visualization, simi-
lar visual quality metrics exist but are less well developed and have
a number of dimensions that are distinct to the purpose of visual-
ization in conveying knowledge [Car08].

A recent review of visualization quality metrics [BBK* 18] sets
out to classify metrics as related to low, mid or high-level percep-
tion. The authors argue that extant clutter based approaches to qual-
ity should be superseded by measures of visual pattern retrieval.
While the review is thorough and comprehensive, it could have
gone further in linking to interdisciplinary work in experimental
psychology and ethical philosophy where validated models of per-
ception and cognition are being proposed [BXF*20].

One example of work that crosses over from experimental psy-
chology to visualization is this study of the capabilities and limits of
peripheral vision [Ros16]. The author considers how better models
of peripheral vision can predict the perception of the gist of a scene
from a glance and which in turn might be used to predict which
visualization design approaches would enable quicker knowledge
perception.

An example of a review of the emerging field of the philosophy
of visualization is presented in [EK20]. This brings into focus what
we mean by visualization socially and politically and how insight is
constructed in visual presentations of data. When visualizations can
engage people globally in a matter of hours, it becomes as impor-
tant as ever to understand the influence visualizations can have on
human cognition. However, algorithmic metrics for these aspects
of the understanding of visualizations are not widely studied; for
example, we are currently unaware of any metrics for the sentiment
analysis of a data visualization.

2.3. Image Metrics for Visualization Quality

While there are very many image metrics that could be applied to
measure visualization quality we looked for a set of metrics that
could be applied to student work relatively quickly and easily. To
support these we used the Python Imaging Library [Pil95] for basic
image handling functions including image file reading, writing and
resizing.

The OpenCV library [Bra0O0] provides a number of useful tools
including a fast low-resolution saliency prediction method. While
we did integrate this into our toolset we will concentrate in this
discussion on the fine detail saliency metric described below.

Another saliency metric we have tested for use in the metrics
is the DeepGaze II algorithm [KWGBI17]. This is a deep convo-
lutional neural network trained to predict salient features in a still
image, it ranks highly in the MIT/Tuebingen benchmark [KBJ*]
when tested against gold standard eye-tracking measures of visual
salience. However, as we have not yet used the DeepGaze algorithm
over repeated cohorts we do not report in detail on it here.

The image metrics we discuss in this article all come from the
Aalto Interface Metrics (AIM) system [ODPK* 18] repository. The

AIM system is available as an online tool that can apply a battery
of image tests to web pages and graphical user interfaces. After
testing we decided the following metrics were the most appropriate
for the needs of a visualization assessment toolkit. We use the test
image in Figure 1 to illustrate the basic operation of the metrics.
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‘It should affect
through the eyes
what we fail to convey
to the brains of the
public through their
word-proof ears.’”
Nightingale, F., 1857

Figure 1: We use this image to illustrate the effect of the metrics we
have chosen to use, it contains basic colour, clutter and text items.

2.3.1. Edge Congestion

Edge congestion as a metric has been demonstrated to correlate
with the perceived complexity of a GUI image and negatively cor-
relate with its perceived aesthetic quality [MDA14]. We adopted
this edge congestion method as it accounts for colour in its calcu-
lation, the python code is available from the AIM project github
pages [ODPK* 18] and is based on an original method described in
[RLNO7]. The output for the test image is shown in Figure 2. Note
the threshold value for the distance in pixels between two edges to
be labelled as congested edge is set as 4 pixels since the original
suggested in [MDA14] of 20 pixels proved to be overly large.

‘It should affect
through the eyes
what we faif to convey
to the brains of the
pubiic through their
word-proof ears.”
Nightingale, F., 1857

Figure 2: The output from the edge congestion metric for the test
image, white pixels are flagged as congested and potential areas of
visual complexity in the image.

2.3.2. Saliency

Saliency refers to the visual conspicuousness of regions of the vi-
sualization. It tries to predict which areas of the image will attract
attention when glancing at the visualization or when searching for
information. Fine detail saliency [IKOO] computes detailed saliency
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of shapes and areas, where brighter pixels are more salient. The ma-
chine vision algorithm we used here accounts for image colour in
its saliency calculation and we use an implementation of the Itti-
Koch algorithm by Akisato Kimura [ODPK*18].

One simple, subjective way to evaluate the saliency output is
to compare where your eyes are drawn to in the original image
with the predictions from the saliency calculations in Figure 3. The
saliency algorithm here predicts the coloured discs are more salient
than the text and much more salient than the clutter lines. A possi-
ble weakness of this particular algorithm is also illustrated, it tends
to rate yellow areas as having low saliency.

Figure 3: The output from the fine detail saliency metric for the
test image, white pixels are flagged as high saliency and should
correspond to the key data in a visualization.

2.3.3. Colour Metrics

Colour and colour vision are complex subjects, but perhaps one
of the best understood in terms of quality metrics. A reasonable
percentage of people have some level of colour deficiency therefore
you might want to check your own colour vision before reviewing
the outputs in Figure 4.

The three images labelled d, p and ¢ in Figure 4 are simulations
of these three colour deficiencies:

e Deuteranomaly: A red-green deficiency lacking more in green
cones.

e Protanomaly: A red-green deficiency lacking more in red cones.

e Tritanomaly: A rare blue-yellow deficiency lacking in blue
cones.

These are calculated by the colour vision deficiency simula-
tion method [MOFO09] using Python code shared by the AIM
project [ODPK*18].

The fourth image in Figure 4 labelled m is a monochrome grey-
scale simulation to replicate the result of either printing or faxing
the visualization. This is important to review as frequently visuals
are presented in printed form and key information should ideally
still be preserved. The monochrome image is calculated using the
OpenCV COLOR_RGB2GRAY method [Bra00].

We also calculate two subjective quality metrics relating to
colour, again with Python code shared via the AIM project.

The WAVE metric [PS10] calculates a colour preference score
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Figure 4: A colour vision analysis of the test image in four ways;
simulating deuteranomaly, protanomaly and tritanomaly colour de-
ficiencies, and grey-scale viewing of the test image.

which is underpinned by experimental data from surveys of peo-
ple’s colour preferences. Higher values of this metric suggest view-
ers prefer to see the colours in the visualization.

The second numerical measure is the Hasler-Susstrunk [HS03]
metric which correlates with judgements of colourfulness. Higher
values suggest more people prefer the colours used in the visual-
ization and this metric been shown to correlate with aesthetic im-
pression in photographs.

2.4. Display and Viewing Environment

A factor that is rigorously controlled in most human perception ex-
periments is the display screen characteristics and the viewing en-
vironment. Perhaps because of the difficulty of generally doing this
in practice very few visualization metrics or experiments collect-
ing data fully consider this. While this is a pragmatic solution, it is
important to note that viewing distance, display size and pixel res-
olution as well as the screen luminance range and gamma response
curve all make substantial differences to the visibility of fine de-
tail and colour gradations. In the following, we don’t consider this
further but do flag it as a critical area for future consideration.

3. Visualization Assessment Automation Case Study

The case studies we now work through in detail are both exam-
ples of the assessment of a Masters level assignment in a Data Sci-
ence course. The students are required to produce a visualization of
the output data from a cell-based simulation of an infectious agent
spreading across a city. The scenario requires the presentation of
simulation output data predicting the likely number of infections in
each cell and the uncertainty of these estimates as shown in Fig-
ure 6.

As this course was already running with human-only assessment
a set of marking and assessment criteria were available. The learn-
ing outcomes for the assignment and the visual elements that relate
to these are summarised in Table 1.



52 N.S. Holliman / Automating Visualization Quality Assessment

[T ———

O '=| Student
Submission
Assessment PDF Edge
Congestion
Marks
+
Human
feedback
+
Machine
feedback

Fine Detail
Saliency

Previous
Assessment
Metrics

2081
496

23%

Colour Vision
Metrics

Machine Assessment: Visualization Quality Metrics

Visual and Numerical Metrics

Marks and written feedback

Numerical Metrics

Human

Assessment

Figure 5: Our mixed intelligence process generates feedback and marks by combining human and machine analysis of a student’s visual-
ization. Each snapshot of a submission is automatically analysed and the results fed to the human marker who uses them to inform marking
and feedback, the combined machine and human assessment is written into a PDF file that is then returned to the student.
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Figure 6: This is a screenshot from one submitted student assess-
ment. It shows a geographic pattern of a simulated disease out-
break where the glyphs represent both the impact (size) and uncer-
tainty of impact (colour). The goal is to allow a user to highlight
the most certain, highest-impact areas to send aid to first.

3.1. Assessment Process Overview

An overview of the mixed intelligence process that we use is shown
in Figure 5. From top left a student submission flows through the
VisQM analysers, and the machine assessment output is fed back
to the human marker. This consists of both an image from each
VisQM metric and a calculated ranking against all previous visual-
izations the system has seen.

The human assessor then uses the machine assessment informa-
tion to inform the marks given for the work and to support the
written feedback on the submission. All this information including
marks, human feedback and machine feedback is then combined
into an eight-page PDF file for return to the student.

4. VizQM Results Walk-through

We walk-through eight of the ten VizQM that we apply to each vi-
sualization to highlight what is calculated and how each contributes
to the human marking and feedback. The two remaining VizQM not
discussed for space reasons are low-resolution saliency and simple
edge detection. The first set of results discussed here relate to the
student work shown in Figure 6.

4.1. Edge Congestion

The edge congestion metric highlights edges that are in the visu-
alization which are crowded based on a distance measure and also
accounts for colour. The image output for the visualization in Fig-
ure 6 is shown in Figure 7.

As part of the process of calculating the edge congestion image,
all edges in the image are calculated. The allows an edge congestion
score Sec to be calculated as the ratio of pixels in congested edges
to the ratio of all edge pixels in the image.

This image and the Se. ranking can be used by the human marker
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er outbreak: identifying where to send aid fist, by impact & uncertainty

Figure 7: The edge congestion output and a ranking of this output
compared to all other visualizations the system has seen to date
using the edge congestion score, Sec, shown as the green vertical
line. The blue vertical line shows the mean of the previous values
in the blue distribution.

as a guide to the clarity of the image, for example, if there is a high
ranking it suggests an unusually cluttered image. In addition, the
layout of key data items is visible and this contributes to written
feedback on the use of gestalt design methods. For example, high-
lighting if there is an appropriate use of space or enclosure between
related data elements.

4.2. Saliency

The fine detail saliency metric, shown in Figure 8, can predict
where the eye is drawn to in the visualization. The hope is that
the most important aspects of the visualization are highlighted, for
example, the data glyphs more so than the title.

Figure 8: The saliency calculation output and a ranking of this
output compared to all other visualizations the system has seen to
date using the saliency score, Ssy, shown as the green vertical line.

The saliency score Sy is calculated as the ratio of salient pixels
to all pixels in the image. Salient pixels are calculated using by
thresholding the saliency output against a constant threshold value
I}, = 64, which was obtained heuristically through experimentation.

The saliency image is used by the human assessor to identify
whether salient pixels are linked to the key data items in the im-
age. In Figure 8 this is true, however, the key at the lower left is
the most salient item on the screen suggesting that there is room
to improve the representation of the key data glyphs. In this case,
written feedback could be that using solid filled discs instead of
semi-transparent ones would help, as would using a brighter colour.

Experience suggests that a low saliency score, Sy, suggests feed-
back for the student that contrast in the visualization could be im-
proved to better highlight key items. Saliency can also highlight
which edges and enclosures are most visible to support feedback
on the enclosure and connectedness gestalt design principles.
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4.3. Colour Metrics

The machine evaluation of colour for each visualization is slightly
different, six algorithms are applied to each visualization. Four of
these output only image feedback and two of them only output nu-
merical scores that are ranked against previously seen visualiza-
tions.
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Figure 9: A colour vision analysis of the submitted visualiza-
tion in four ways; simulating deuteranomaly, protanomaly and tri-
tanomaly colour vision deficiencies, and monochrome grey-scale
viewing of the test image.

The four images give immediate feedback to students and also
support human marking and feedback providing direct evidence of
the success of the colour choices in the four conditions tested. Di-
verging colour scales such as used here can often give problems as
they rarely work well in all tested conditions, for example in the
monochrome condition simulated here both low and high uncer-
tainty values have the same low grey-scale value.

Your image colour WAVE (preference) metric: 0.47 Your image Hasler Susstrunk (colourfullness) metric: 0.18
10

Frequency

00 02 08 10 00

04 06 04 06
“The colour WAVE metric “The colour Hasler Susstrunk metric

Figure 10: The two numerical metrics, Swy WAVE and Syg Hassler-
Susstrunk, are shown as green lines ranked for the submitted visu-
alization against all previously seen visualizations.

The Swv WAVE and Sj,; Hassler-Susstrunk metrics help support
feedback and marking on the subjective aspects of the visualiza-
tion. The Sy, metric tends to cluster strongly but some visualiza-
tions do pick colours that are particularly high on the preference
scale. The Sj; metric has a greater spread but higher values really
do seem to correlate well with bright and colourful visualizations.
The visualization tested here ranks low on colourfulness and this
suggests feedback to the student that it will be less memorable, but
also perhaps clearer than other more colourful visualizations.
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5. Comparative example

For comparison we include a second visualization submitted by a
student from the same cohort, see Figure 11.

‘Manchester Map for Spread of Airborne Infectious Disease I

Map of Manchester

Bifap

=

Note:

Figure 11: This is a screenshot from a second submitted visual-
ization. It shows a geographic pattern of a simulated disease out-
break where the glyphs represent both the impact and uncertainty
of impact. The goal is to allow a user to highlight the most certain,
highest-impact areas to send aid to first.

5.1. Congestion

The edge congestion analysis, Figure 12, suggest this image ranks
similarly to most other visuals tested. The image highlights the
layout showing how the different elements are grouped with more
space separating less related items. It also suggests potential feed-
back that the gridlines could be removed, reducing non-data ink in
the visualization.

Figure 12: The edge congestion output and a ranking compared to
all other visualizations the system has seen to date using the edge
congestion score, Sec, shown as the green vertical line.

5.2. Saliency

Ths saliency result, Figure 13, suggests that the most salient fea-
tures in the visualization are the data, other than the title of the
page. This suggests weaker contrast in the page title would help
draw visual attention to data results.

5.3. Colour

The colour vision simulation results, Figure 14, suggest that this
visual works well across all conditions this is largely due to the al-
most monochrome scale for values. Only the very highest values

Your image fine saliency: 0.09

Figure 13: The saliency calculation output with the saliency score
for this visualization, Ssy, shown as the green vertical line.

are red, and when not visible this shifts to a dark grey-scale value
which still works. The two aesthetic metrics, Figure 15, rank this vi-
sualization close to average on colour preference, but with a largely
monochrome colour scheme it ranks a little low on colourfulness.

Figure 14: A colour vision analysis of the submitted visualiza-
tion in four ways, simulating deuteranomaly, protanomaly and tri-
tanomaly colour vision deficiencies, and monochrome grey-scale
viewing of the test image.

Your image colour WAVE (preference) metric: 0.50 Your image Hasler Susstrunk (colourfullness) metric: 0.29

00 02 08 10 00

04 o6
The colour WAVE metric

Figure 15: The two numerical metrics, Sww WAVE and Sy Hassler-
Susstrunk, are shown as green lines ranked for the submitted visu-
alization against all previously seen visualizations.

6. Ethical Considerations

In the current complex ethical context, it is worth re-emphasising
that the goal of the work here was not to automatically determine
student grades for their visualizations. It was instead to gener-
ate image-informatics results that inform the human feedback and
marking process and additionally provide new types of machine
feedback to students. In this mixed intelligence approach, machine
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plus human, there needs to be consideration of the potential ethical
concerns that machine feedback may introduce.

6.1. Ensuring Student Confidence

The UK Office for Statistical Regulation produced a report [Off21]
investigating failures of processes involving algorithms in grading
A-levels in the UK in 2021, this has the following key recommen-
dations for future algorithmic processes used in student assessment:

e Be open and trustworthy.
To implement an open process we were careful to include con-
text for the students on how the machine assessment was used
in the assessment and referenced all algorithms in the feedback
documents.

e Be rigorous and ensure quality throughout.
This article itself is part of our effort to rigorously document this
work and to reflect on the quality of the assessment achieved.

e Meet the need and provide public value.
Student feedback to date has been positive and suggests that this
addition to the marking process is valued and helps meet a need
for more insightful feedback.

It is an open question whether we should provide a version of the
machine assessment tool to future students during the production
of their coursework. This could help provide feedback during the
visualization design process, supporting the work we do in practical
laboratories to guide students in their use of visualization tools and
techniques.

6.2. Privacy of Personal Data

One difficulty in researching new approaches for assessment is the
need to conform to data protection regulations [HM 18], includ-
ing obtaining student permission to use their work since the output
from an assessment of student work is personal data.

We have taken care to gain permission to use and discuss the vi-
sualizations in this report, however, not all students are happy to
give permission. This inherently limits how open we can be about
the system using real student data and introduces a possible risk of
selection bias. For example, higher-achieving students may be a lot
happier for us to share results than lower-achieving students. In the
future, this could be a motivation for the generation of representa-
tive synthetic data sets, a topic of some interest across many areas
of data science [Off19].

6.3. High-Risk Algorithms

In April 2021 the European Commission published a draft regu-
lation for harmonised rules on the use of Al systems within the
EU [Eur21] . This sets out a number of proposals relating in par-
ticular to high-risk Al systems, one specific definition of which is
given in Annex III part 3) b) as:

"Al systems intended to be used for the purpose of
assessing students in educational and vocational train-
ing institutions and for assessing participants in tests
commonly required for admission to educational institu-
tions."

© 2021 The Author(s)
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The proposed EC definition of an Al system seems both incom-
plete and flawed, but it may be safe to assume it will cover almost
all forms of algorithmic processing in the final regulations.

The consequences of such regulations, if also enacted in the UK,
would be to require that operators of algorithms are able to explain
how algorithms came to decisions. In general making the operation
of machines intelligible to humans may not be practical for many
complex algorithms. In a mixed intelligence system, this may be
less of an issue since the human is making the final judgement in-
formed by the machine rather than directed by it. However, a risk
remains that the machine assessment may subliminally influence
the human marker.

As we write this there is a global focus on making Al systems
unbiased and fair. It is very much an open question where sources
of bias come from, are they algorithmic or human or both. Very
often the machine automation of human processes encodes or re-
flects very human biases, rather than fundamental machine biases.
In the long term, it may prove easier to design machine processes
that have neutral biases than to change human behaviour to be un-
biased. This suggests ethically designed machine assessment could
have long term benefits in producing fairer assessment outcomes.

7. Conclusion

The conclusions in Table 1 summarise which of the machine as-
sessment methods have contributed most to the human marking and
feedback. The helpfulness of the machine feedback varies with as-
sessment task but the mixed intelligence approach certainly brought
new factual information into the assessment process. We conclude
by reflecting on the two objectives for automatic assessment pro-
cesses that were suggested by Wilcox [Will5].

7.1. Does the proposed automation contribute to or detract
from student learning?

In the work here we believe, based on the positive feedback from
our students, that the mixed intelligence approach helps engage stu-
dents in the feedback report and encourages reflection on their work
in new ways.

The mixed intelligence approach also helps clarify some mark-
ing and feedback decisions that need to be made by the marker,
for example by visualizing colour problems directly and by rank-
ing against simple metrics from previous submissions. This pro-
vides automatically generated evidence that a marker can set their
assessment and feedback against.

7.2. Do the benefits outweigh the costs of automation?

The costs are noticeable, even building a system partially reusing
existing code-bases, the toolset here has taken substantial time over
two years to bring together and test. While it is difficult to compare
quantitatively the mixed intelligence approach does now seem to be
faster than the previous human-only approach. One reason for this
is that the machine assessment is supporting some subjective judge-
ments on visualization much more quickly than relying entirely on
human interpretation, for example on colour and layout.
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Visual elements relevant to
the assessment.

Learning objective.

Fit to task: does the visualization
allow the identification of areas
most and least in need of aid.

Use of visual channels to
represent data values.

Gestalt principles for

design and layout.

Use of colour and appreciation of
differenc colour perception and

Ability to visualize the mean
impact and the variance of the
mean.

Shape, brightness,
transparency, size, colour.

Proximity, contrast, repetition,
alignment

Colour vision compatibility,
monochrome printing,
colourfulness, Preference

reproduction environments.

Use of interaction.

Use of language and text.

Technical aspects: reliability of
operation, fit on desktop screen.

How much is required,
is it effective for the task

Clarity, concise, labelling,
layout relative to visuals

Is interaction repeatable.
Size and readability.

Which machine VizQM are most helpful in
the human marking or feedback process.

This tends to be an entirely human judgement
on the effectiveness of the visualization for
the task as defined.

Saliency helps predict the likely visibility of
the key data items in the visualization.

Saliency and edge congestion VizQM images
help illustrate layout issues.

All the colour simulation tools are useful, the
WAVE and Hassler-Susstrunk VizQM can be
helpful for feedback on aesthetics.

Limited use of the current static VizQM
metrics, but saliency does help predict if the
result of an interaction is still effective.

Saliency and edge congestion VizQM images
help predict text visibility.

Limited use of the current VizQM metrics.
Would need better defined and controlled

viewing conditions (screen size, viewing
distance) to predict text readability.

Table 1: The relevant part of our marking scheme detailing the learning objectives, the elements that relate to these and a concluding remark
on which machine assessment VizQM have seemed most helpful during the assessment process.

It is our plan to keep using the mixed intelligence approach and
with less development overhead in future, this may mean future
time savings in the marking process. Monitoring for bias and er-
rors will need to be a routine activity and will become easier as we
gather more data on the effectiveness of the system.

7.3. Future directions

There is scope for studying a wider range of image informatics ap-
proaches as well as evaluating new versions of these methods such
as Deep Gaze II. In addition recent work on verbalizing visualiza-
tions [HT20], if it can be automated, could be adapted to suggest
natural language machine feedback as well as the current image
and metric feedback.

Tools for monitoring bias in machine assessment need further
consideration, as do methods for producing balanced machine as-
sessment feedback. One approach would be to use multiple saliency
algorithms and only report saliency predictions for areas in the im-
age where the majority of algorithms agree.

The methods we have used show promise in supporting assessors
by providing new forms of evidence to underpin subjective marking
processes. One wider challenge is how many visualization teachers
would agree with the learning objectives themselves, a subject we
are sure is open to future debate.
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