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Figure 1: A spherical view of the Romanesque church interior used in our virtual reality application, see the inset. Inset: a user testing it
with the headset and controller.

Abstract

Virtual Reality has traditionally been used in Cultural Heritage for giving to the final user an immersive experience over
recreated scenarios, which usually have been designed and focused on static environment recreation. In spite of its importance
for cultural heritage, we have found a lack of virtual reality applications to recreate structural and seismic simulations on
historical buildings. In this paper we describe a low-cost virtual reality solution, affordable for all kinds of users that own
a smart-phone. Through our application, the users can have an immersive experience that combines the ancient building
recreation, its structural simulation and the natural phenomena simulation like earthquakes.

CCS Concepts

eComputing methodologies — Physical simulation; eApplied computing — Virtual Reality;

1. Introduction

Over the last years, research on new techniques in Computer
Graphics has been of great benefit to fields like video-games, film
and especially cultural heritage. It is on this last field where the ef-
forts have been focused on the digital preservation of artifacts and
architectonic structures through the development of methodologies
that recreate ancient buildings as simple 3D textured objects. How-
ever, only a few of these research efforts have been focused on the
combination of simulation of natural phenomena, like earthquakes,
and 3D modelling of historical buildings. On the other hand, the
application of Virtual Reality techniques to the Cultural Heritage
field has given to the researchers a new way for the diffusion of
past events and historical building recreation with the general pub-
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lic. These Virtual Reality applications have been developed mainly
on expensive hardware which is available only for a reduced num-
ber of people and usually at public institutions like museums.

In cultural heritage, most virtual reality applications have been
designed mainly for architecture reconstruction or, at most, past
event recreations. However, the design of applications that combine
ancient building modelling, with structural and seismic simulation,
and also accessible for all kinds of users, is practically testimonial.
It must be taken into account that this kind of 3D simulation is
unfeasible for low-cost devices such as smart-phones. During the
process of finding a solution for this problem, we realized that ex-
porting the simulation to a VR format based on 360° virtual reality
video could be a suitable solution for resolving the issue between
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low-cost platforms and virtual reality applications with a certain
geometry-complexity.

In this paper, we have focused on solving the presented issue by
exporting the simulation in 360°camera video where a recreation
of a past event that simulates the effects of an ancient building, like
a church, under a seismic movement is shown on a low-cost Virtual
Reality system. Our main contribution is providing an immersive
experience for historians, curators and ordinary people. Our appli-
cation is completely based on off-the-shelf tools and is designed to
be visualized for everybody that has a Virtual Reality device like a
smart-phone with headsets.

2. Previous Work

Ancient building recreation, Structural and Earthquake simu-
lation: Virtual building recreation is not an easy enterprise in the
Cultural Heritage, which is particularly true for reconstructions of
the architecture of the middle ages, especially in civil buildings like
Romanesque churches. There exist some efforts [Fit61, HCSZ*01]
about the creation of methodologies used by ancient masonry build-
ings, which is very helpful to understand the construction process
of the different parts of these buildings.

One common approach for the recreation of ancient build-
ings is the use of procedural modelling techniques, such as the
one presented by Muller et al. [MWH®06] using shape gram-
mars. Later, following their steps, other authors have created ex-
tensions based on shape grammars such as as the visual lan-
guage by Patow [Pat12], the extended expressions by Krecklau and
Kobbelt [KK12], or the inclusion of primitives as first-class citizens
by Schwarz and Miiller [SM15]. For more information, please refer
to the survey by Musialski et al. [MWA™*13].

On the other hand, Saldana and Johanson [SJ13], presented a
technique based on the virtual reconstruction of a building from
GIS data. On the recreation of historical buildings as simple 3D
objects, Capellini and co-workers [CSS*13] designed a technique
for virtual recreation of Roman masonry structures. However, all
these approaches only focus on the recreation of the exterior of the
building, and do no combine it with any kind of structural simula-
tion.

With respect to the techniques that combine building shapes and
structural simulation, we can mention the work of Whiting and co-
authors [WODO09], where they recreate an historical building like
the Cluny Abbey, and apply a structural analysis based on shocks
on the ground for studying the stability of the building. Later,
Whiting et al. [WSW™12] based the building recreation through
restrictions introduced by the users. After that, Panozzo and co-
authors [PBSH13] presented an approach where a 3D structure is
created from an input shape. After, Deuss et al. [DPW*14] ex-
tended this work for all kind of masonry shapes. More recently,
and more specifically in the cultural heritage field, Fita and co-
authors [FBP17] developed a methodology based on structural
analysis. However, all these works and techniques presented were
designed only for structural simulation, with the objective of an-
alyzing and/or modifying the building geometry according to the
users needs, but not taking historical requirements into account, and

also disregarding computation times (their objective was analysis,
not real-time performance).

On the other hand, the combination of the two fields (i.,e., struc-
tural simulation and earthquake simulation) has lead to some in-
teresting works from the civil engineering field, as the one by Al-
tunisik and co-workers [AAG*16], where the authors studied the
behaviour of historical buildings under seismic conditions. Other
similar works developed are the ones presented by Castori and col-
leagues [CBM*17], Fortunato and co-authors [FFL17] and Souami
and colleagues [SZAM16]. Also in the civil engineering domain,
we can mention two interesting works. The first, developed by
Ramos and Lourenco [RL04], presented a methodology for rebuild-
ing an historical city center situated in a seismic area. The second is
the reproduction, with a great accuracy, of the Sumatra Earthquake,
developed by Uphoff and colleagues [URB*17]. Recently, Fita and
co-authors [FBP18], in the cultural heritage field, simulated the ef-
fect of an earthquake over masonry structures like churches, me-
dieval walls and castles, at a large computational cost.

Virtual Reality and cultural heritage: Virtual Reality is used in
the cultural heritage field with the aim of giving an immersive and
realistic experience to the users. In the literature, we can find some
approaches such as the work developed by Magnenat-Thalmann
and Papagiannakis [TPO5], where animated humans were presented
over a recreation of ancient Pompeii. Recently, Gaugne and co-
workers [GSN*18] presented a virtual reality methodology that
shows the 3d artefacts as user interfaces. A research about the im-
mersive experience given by 360°VR videos in cultural heritage
was presented by Selmanovic et al. [SRH* 18]. De Gasperis and co-
workers [GCC18], presented a virtual reality methodology for the
reconstruction of a building affected by an earthquake through the
combination of 3D and photo-realistic modeling. Recently, Andu-
jar and co-authors [ABB*18] introduced a VR-based project that
uses CAD tools to model, together with VR tools to review, new
structures for the Sagrada Family Cathedral to be able to evalu-
ate these new elements in a proper context. For more information,
please refer to the review by Mortara and co-workers [MECB™ 14]
or the survey presented by Bekele and colleagues [BPF*18].

3. Seismology

We can describe an Earthquake as a movement that occurs between
the tectonic plates inside the crust of the earth. The liberated energy
travels inside of the earth through the medium in two ways. Longi-
tudinal waves, whose movement by compression is back and forth
and transverse waves, whose movement occurs by vibration in
solid particles. When these two movements, known as body waves,
reach the surface of the earth, create the surface waves which prop-
agate along the earth’s surface from the earthquake epicenter. The
main features of the surface waves are the lowest velocity with re-
spect to the body waves and the amplitude that becomes lower with
the increment of the medium depth. These surface waves are the
main responsible for the environment destruction and we can clas-
sify these according to their motion.

Here we will present only the basics of the surface waves formu-
lation, a deeper description about general earthquake phenomena
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can be found elsewhere [FBP18], following the mathematical fun-
damentals of Lowrie [Low07] and Rawlinson [Raw(8].

Rayleigh waves: are waves whose motion is a combination of the
two types of body waves. The mathematical description of these
waves is given by the position equation for the x-axis and z-axis at
the free surface, assuming the wave travels in the y-axis.

(,02
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where K% = k> — (0/a)? and Ké = k* — (0/B)*. Equation 1 and
Equation 2, show the main features such as the angular frequency
o and wave-number k of the Rayleigh waves and describe the mo-
tion of these as retrograde and elliptical parallel to the direction of
propagation.

The Love waves: The motion of these waves comes from the
transverse body waves. These are faster than Rayleigh waves and
travel along the Earth surface in groups of waves, described by the
so called called carrier and envelope waves. The mathematical de-
scription of these waves is given by the position equation as a sum
of two harmonic waves that can be described as a product of two
cosine functions.

0y (x,1) = a2cos(kx — ot ) cos(Skx — dor). 3)

Equation 3 describes the Love wave position in a given time, where
the carrier wave has an angular frequency ® and wave-number k
and the envelope wave has a lower angular frequency 3w and wave-
number &k.

We based our earthquake simulation in the reproduction of the
surface waves following the mathematical description given by
Equations 1 and 2 for Rayleigh waves and Equation 3 for the re-
production of the Love waves. The Earthquake magnitudes have
been modeled by Equation 4, which is an adaptation of the original
Richter formula [Raw08] as:

M =1gA+31g(8Ar) — O, @)

where A is the amplitude recorded from the seismograph, At is the
time between the two type of body waves, Q is the regional scaling
factor and M is the magnitude number of energy released by the
earthquake. In table 1 we show different intensities according the
Richter Scale.

4. Overview

The main problem with structural and earthquake simulations is
that they are impracticable for real-time, mainly because a lot of
computational resources are required to process the geometry by
the physics engine, taking into account all physical constraints and
equations setup. Additionally, exporting the full 3D scene is un-
feasible for a low-cost virtual reality application that runs on a
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Magnitude
Minor 2.0-39
Light 40-49
Moderate 50-59
Strong 6.0-6.9
Major 7.0-79
Great 8.0-9.9

Table 1: The Richter magnitude scale that measures the energy
released from a seismic event.

low-cost hardware platform, because the hardware of these devices
is usually not powerful enough to handle the requirements of the
whole geometry and animation, producing a latency between the
frames that can cause the well-known motion sickness effect.

In this paper we present one possible solution to the issues de-
scribed before for situations where real-time simulation and low-
cost devices are involved, which is shown in Figure 2. In this
pipeline we can see the Simulation is computed first in a high-
performance computer, rendered (with any selected renderer) and
then exported in a Spherical Video format. Once the 360° video has
been created, it is exported to the Virtual Reality application to be
visualized in real-time on a headset device.

5. Earthquake Simulation and Visualization
5.1. Earthquake Simulation

Our earthquake simulation tool uses the following elements, pre-
sented following a bottom-up perspective:

The surface wave simulator has an interface oriented for non-
expert users that allows reproducing earthquakes categorized both
as minor and major magnitudes, according the Richter scale, see ta-
ble 1. Through the user interface, the user can configure earthquake
wave parameters such as frequency, phase, time duration of the
seismic event and the wave-front direction, by defining the wave-
front angle or with cardinal point values such as North, North-West,
North-East, East, South-East, South, South-West and West.

The Ground is represented with a grid with a size of 1500m x
1500m and N (in our case, 64) points. The grid has been configured
with physical features such as bounce and friction coefficient, that
are used to react to the movements produced by the earthquake.
This structure is directly controlled by the surface wave simulator.

The dynamic network connects the geometry data from the
ground with the building to be processed by the physics engine.
This engine is capable of detecting the collisions among objects
and resolve these for performing the object behaviour involved in
the simulation. For this we have chosen the Bullet [Lib16] solver
library. See Section 6 for more details about the exact implementa-
tion.

An input geometry of an ancient masonry building, previously
modeled, is imported in the simulator and connected through a dy-
namic network with the positions of the ground being controlled
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Figure 2: Our pipeline: A simulation is processed, and the resulting animation is rendered trough a camera tailored for Virtual Reality. The
360°video obtained is exported to the Virtual Reality application that displays it on a headset.

by the surface wave simulation. This process is called position pro-
cess and takes the positions of the points of the ground near each
element of the building geometry, and transfers this information to
the lowest layer of building bricks, which are directly linked to the
ground and thus receive the full impact of the simulated earthquake.
The building bricks have a component called glue that simulates
the mortar and is used to give some cohesion between the building
bricks. The modeled building has been configured with physical
features such as densiry, with a value of 2691kg/ m? for simulating
the granite stone of the building; and the respective friction coeffi-
cient value, 0.7.

When the simulation starts, the main parameters given by the
user through the interface are used to calculate the angular fre-
quency, the phase velocity and all relevant parameters required for
the simulation of the surface wave motion involved in the earth-
quake simulation. Once these calculations are done, the points that
conform the grid are loaded. The first step is to determine if the
wave-front has arrived from its epicenter, computed as a simple
linear velocity calculation. If the result is true, then the formula
given by Equations 1 and 2 for simulating the Rayleigh motion,
and Equation 3 for the motion reproduction of the Love waves, are
applied. These steps are repeated for each ground point during the
simulation time where the surface wave simulator sends the posi-
tion data of the grid through the dynamic network, which in turn, is
controlled by the physics engine.

5.2. Spherical Video

The implementation of the surface wave tool previously described
allowed us to obtain an earthquake simulation over an ancient stone
building. However, as mentioned before, the direct results of these
simulations are unfeasible to be exported to a VR tool on a low-
cost device, so we exported these results as a set of 360° VR videos,
which will allow us to display the simulation in real-time on a low-
cost device, as shown in Figure 2.

The spherical video has been designed to be displayed inside
of a spherical shell, where the system corrects any perspective-
induced deformation. Spherical video rendering has been carried
out through a set of specific cameras located around and inside of
the building with the aim of recording different points of view of
the same simulation, see Figure 3. Also, each camera has been con-
figured with a specific capture angle for rendering with a realistic
ray-tracing algorithm, using an equirectangular projection, mono ,
see Figure 1. We must say that we have not used stereo projection

Cy
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Figure 3: The church map and the point-camera location has been
distributed as example mode. In red, the exterior point-cameras. In
orange, the interior point-cameras. The red rectangle is the linking
point between the exterior and the interior of the church.

because mono projection allows us saving time in the rendering
process and the low-cost devices supports better lighter files.

Once the set of 360°VR videos have been recorded, loading
them into a virtual reality application allows to see, in real time,
simulations on a low-cost headset, as shown on the pipeline in Fig-
ure 2.

5.3. Virtual Reality App

In this project we have used the Unity 3D engine [UniO5], a well-
known game engine designed for a large number of users, from ap-
prentice to professional game developers, and available for almost
all operating systems. This engine supports the development of Vir-
tual Reality and Augmented Reality applications, so we can de-
velop any application for all kinds of Head Mounted Displays avail-
able in the market, both for desktops such as Oculus Rift [Rif10],
HTC Vive [Viv10], or Windows Mixed Reality [Real8], and also for
the cheapest Head Mounted Displays for mobile VR, like Google
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Daydream or Cardboard [VR18]. We decided to develop our cul-
tural heritage application using Unity 3D engine, with the idea of
generating an immersive experience inside a scenario that recre-
ates an historical event where an earthquake takes place. As we tar-
get low-cost devices appropriate for exhibitions and mass events,
our implementation was designed for running on the Google Day-
dream or Cardboard that only allows the user the three-degrees-
of-freedom (3-DOF), fixed viewpoint position, for interacting with
the 3D space. The video controller of the Head Mounted Dis-
play, Trust GXT 720 [Trul8], has been configured with functions
such as play and pause, video forward or rewind, and telepor-
tation node selection. A demonstration video for our application
can be found at https://drive.google.com/open?id=
1d30WOQwrakdW3SyldV_gWoJLhLT9Pc2d.

The application 3D space has been designed for displaying the
imported and prerecorded 360°Virtual Reality videos generated
with Houdini. The videos are controlled by C# scripts and rendered
as a shaders inside of a photo-sphere surface using an equirectangu-
lar image. In its center, we have located the main camera that gives
an interactive user-environment for the immersive first person ex-
perience. This video rendering technique is a suitable solution for
the proposed problem because requires less computing power than
a full 3D scene rendering for reproducing real-time structural sim-
ulations, as shown in Section 6.

Immersed in this scenario, users can see interactive nodes, C;,
that are part of an undirected graph G = (V, E) located on the exte-
rior and interior of the church, where V is the set of the graph nodes
C; (we add an extra / superscript to refer to the nodes in the interior
of the building C,! , just for clarity of presentation purposes), and £
a set of edges, each defined as a pair of nodes < C;,C; >, where the
user can move from node C; to node C;. From this graph, locomo-
tion has been designed for user teleportation among specific nodes
distributed over the space, as can be seen in Figure 3. In this figure
we can see the red nodes that show the interactive nodes outside
of the church, while the orange nodes conform the interior telepor-
tation nodes. We have designed this kind of locomotion based on
specific nodes with the aim of reducing the motion sickness that is
caused by lags in screen updates, colliding with the user brains who
expect synchronized changes. We have added to our motion system
a gaze-based point for helping the user interaction. When the gaze
point is over a node of interest, it changes its color from white to
blue. See the supplemental video.

The navigation among the graph nodes is free and allows users to
make their own paths through the graph nodes. Thus, when a user
selects the first node of the graph represented by C;, automatically
the appropriate 360° VR video and neighbour nodes are loaded in
the scenario. At this point, the user can interact with the 360°VR
video by playing the recorded simulation, stopping it if wanted to
see the destruction frozen at a given time. If the user selects another
point of view, represented by node Cy, the corresponding video is
loaded at the same time-step that the one that was stopped at the
last node C;. Also, the neighbour nodes of Cj are loaded and the
nodes that were neighbours of C; that are no longer needed are hid-
den. The same interaction and navigation occur with all the nodes
that conforms the graph and the graph located inside the church.
This way, although we are dealing with 360°videos, we solve the
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Figure 4: Above, the exterior view of the church and the exterior
access to the church indoor. Below, The interior church view near
the door.

visibility problem of hiding the nodes behind the building, which
should not be been though its structure.

An example of a graph is given in Figure 3. On it, we can see
how the vertices and edges can be distributed over the space. As we
have explained before, when a user selects the C; point, the respec-
tive video and neighbours represented by the points C; and Cs are
loaded. This kind of interaction, allows the user navigating through
the exterior or interior graph and see the simulation from different
points of view, see Figure 5. Also, we allow some degree of inter-
action with the spherical video image, because the user can interact
with hidden buttons located, for example, on the church door and
are only activated when the points located in front of these are se-
lected. These buttons are associated with each node, and are show
or hide one graph or another, and presented in the exterior or inte-
rior church view, according to the predefined authored interactions.
See Figure 4.

6. Results

Our surface wave simulation implementation is based on oft-the-
shelf tools such as Houdini from SideFX [Sid12], the Houdini
Python libraries and its physics engine Bullet [Lib16]. This tool
allows the user to reproduce the surface wave motion at different
earthquake magnitudes (see table 1) in an easy way. We have per-
formed a test over a set of stone structures for verifying the viability
of exporting the 3D full scene into the virtual reality application.
This test has been carried out on a CPU Intel-core i5-3210M with
12 Gbytes of RAM memory. Finally, as a final test for the applica-
tion and in order to validate the 360° VR system, we perform a full
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Figure 5: The virtual reality simulation sequence from exterior and interior graph points such as Cs, C3 and Cé given as a distribution

example in Figure 3.

case study of a masonry church where the rendering was computed
with the same hardware and software as the first test.

6.1. Structure Test

The purpose of this test is to analyze the efficiency of our 3D earth-
quake simulation scenario, computing the time spent per frame for
different masonry structures. Through this test, we can see that the
structural and earthquake simulation in real-time is not possible be-
cause of the high computational times involved. For the test, we set
the Richter magnitude with a value of 7.0 and the wave-front direc-
tion pointing to the North.

We tested different ancient masonry structures such as a single
wall without battlements, composed of 45 bricks; two walls with
their respective 45 bricks; a church with 1084 bricks; a church and
two houses of 1564 bricks and a village composed of a total of 3496
bricks. All these structures have been modelled with physical fea-
tures such as density set with a value of 2691 kg/ m? for simulating

granite stone, and the friction coefficient with a value of 0.7, which
corresponds to rock. See Figure 6.

The tests have been performed by testing each masonry struc-
ture for each simulation, where we have measured the number of
bricks and the time spent by frame. The results are shown in table 2
and plotted in Figure 7. They show the direct relation between the
number of bricks and the time spent by the simulator to perform the
computations. The time spent by frame of the simulation increases
exponentially from values of 0.5s to 11.9s, thus being unfeasible
for the real-time requirements of virtual reality environments.

6.2. Full Rendering Test

The goal of this test is to evaluate the rendering process for a spe-
cific structure. For this purpose we chose the church, composed by
1084 bricks and with physical features of density of 2691 kg/ m? for
simulating granite stone, and the friction coefficient with a value of
0.7, as before.

(© 2019 The Author(s)
Eurographics Proceedings (© 2019 The Eurographics Association.



J.L.Fita & G. Besuievsky & G. Patow / A Virtual Reality Front-End for Earthquake Simulation 65

Figure 6: The different masonry structures tested in the earthquake
simulator: Two walls, a church and a village with their respective

features.

Bricks | Time / Frame (s)
Single Wall 45 0.5
Two Walls 90 0.6
Church 1084 1.9
Church and Two Houses 1564 4.6
Village 3496 11.9

Table 2: The number of bricks and the time per frame for each
simulation and structure. See Figure 7.
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Figure 7: The graphical results of the tests show the time spent by

frame increases in relation with the brick number of the masonry

structure tested. See table 2.

Rendering time
C 8.2 hrs
Cy 8.2 hrs
Cs 8.2 hrs
Cy 8.2 hrs
Cs 8.2 hrs
! 36.16 hrs
o 36.16 hrs

Table 3: Total computational time for each camera for the render-
ing process for a sequence composed of 240 frames.

The test has been performed by also adding the cameras located
inside the simulated masonry building, following the distribution
of the two graphs shown in the example in Figure 3.

During the test, we have observed that the render engine has
spent, on average and for the exterior graph cameras, 2 minutes
and 5 seconds per frame in the rendering process. For the interior
graph cameras, the same software has spent 9 minutes and 4 sec-
onds on average. After a simulation of 240 frames, we can see the
total time spent by the render engine for each camera on Table 3.

7. Discussions

Table 3 shows the total time spent by the software and hardware
used in the video rendering process for each camera. It is impor-
tant to remark that the times registered in this table have not any
impact on the interaction and the efficiency of the virtual reality
environment, because it uses only the resulting panoramic videos
and not any other information from the simulation process. On the
other hand, the performance of the virtual reality scenario is af-
fected only by the time spent in loading a new video over the cor-
responding sphere surface, which is practically instantaneous even
on the most modest hardware platform, simply because this video
has been rendered in a previous stage.

The first test, represented by Table 2 and Figure 7, shows what
would happen if exporting directly the simulation into the virtual
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reality environment. The second test, shows that a solution to this
problem is possible by designing a pipeline as the one shown in
Figure 2, which is the base of our virtual reality application com-
patible with low-cost platforms.

8. Conclusions and Future Work

We have presented a low-cost virtual reality solution based on
earthquake simulation events, which is an affordable VR solution
for users such as historians, art historians, curators and even the
general public, designed to run on low cost platforms.

Our future work focuses on the improvement of the user interface
by the inclusion of an earthquake magnitude selector and improv-
ing the presentation of additional information about the represented
building. Also, we want to improve the church rendering in a re-
alistic view, including simulating a realistic appearance of granite
stone. Finally, we would like to assess the practicality of our system
by performing two studies, the first one for obtaining user feelings
and impressions of the system usage, and the second is a usability
study that involves cultural heritage researchers among other types
of users, with the aim of obtaining technical feedback about the
application.
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