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Abstract

User interaction plays an integral part in the effective visualization of data and information. Typical interaction
operations include navigation, selection, and distortion. A problem that can occur when these operations are
specifed using direct manipulation is determining which object or space is the focus of the interaction. In some
operations the user wants to indicate a region of an image, while in others the focus might be the data being
projected or the surface upon which the projection is occurring. In this paper we attempt to identify a complete list
of spaces within which interactive operations can occur in data and information visualization. These interaction
spaces help disambiguate the focus of interactive operations, and their study can potentially reveal new and
powerful methods for supporting the visual exploration process. We defne the distinctions between the spaces and

provide examples of interactions within each space.

Categories and Subject Descriptors (according to ACM CCS): 1.3.3 [Computer Graphics]: Display Algorithms

1. Introduction

Interaction within the data and information visualization
context isamechanism for modifying what the users see and
how they seeit. Inits basic form, navigation consists of pan-
ning and zooming allow the user to control the camera posi-
tion and range of the view (what gets mapped to the screen).
Selection is also a fundamental operation, enabling the user
to indicate an object or region of interest to be the subject
of some operation, such as highlighting, deleting, and mod-
ifying. Distortion is a common operation in the area of ex-
ploratory visualization; screen space for one or more focus
areas areincreased to enable usersto see detail s, whil e show-
ing the other areas of data in a smaller space in a way that
preserves context.

A variety of techniques and tools for performing inter-
actions within data and information visualization systems
have been proposed to date. While some of these tools ap-
pear quite unrelated, they actually may share a number of
features and serve a common purpose. As the £eld of data
and information visualization evolves, it is benefcia to try
to identify unifying themes and frameworks to help solidify
our understanding of the basic building blocks of the £€ld.

T Thiswork was partially supported under NSF grant 11S-0119276.
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In this paper, we propose such aframework for interaction
techniques, identifying distinct classes and shared concepts
that we hope will help facilitate discussions and focus fu-
ture research. We begin by identifying classes of interactive
operations and describing them in terms of operators and the
operand (the space upon which the operator is applied). Each
is described in detail, with references to relevant techniques
in the literature. We then defne an architecture that com-
bines the different interaction spaces into a single pipeline,
along with the interface tools needed by the user to control
the process. We conclude with someideasfor future research
in the development and assessment of this framework.

2. Interaction Operators

In this section we categorize a wide range of interaction op-
erations commonly found in data and information visualiza-
tion. Thislist is not exhaustive, but covers many typical in-
teraction tools. Readers interested in more extensive lists of
visualization interactions are directed to Keim's classifca
tion [Kei02] and Chi’s taxonomy [Chi0Q].

2.1. Navigation Operators

Navigationisused to search for asubset of datato be viewed,
the orientation of thisview, and the level of detail (LOD). In
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atypical N-dimensiona space, this can be specifed using a
camera location, a viewing direction, the shape and size of
the viewing frustrum, and an LOD indicator. In multiresolu-
tion visualizations, LOD changes can correspond to drilling
down or rolling up a hierarchical representation of the data.

Navigation operators can work in absolute or relative co-
ordinates within their particular spaces. Incremental naviga-
tion may have different granularities depending on whether
the user wants a small or signifcant change. Navigation
can be user-driven or automatic; a good example of auto-
mated navigation is the Grand Tour [Asi85], where multidi-
mensional data can be explored by oying along a path that
smoothly covers all possible orientations of the data space
as projected onto two dimensions. The user can control the
step size between views, with the trade-off being smooth-
ness versus the number of projections that need to be in-
spected. Another automated form of navigation is Projection
Pursuit [Hub85], where projections are computationally an-
alyzed and the subset of viewsthat exceed a user’s threshold
for "interestingness” are displayed.

2.2. Selection Operators

In selection, the user isolates a subset of the display compo-
nents that will then be subjected to some other operation,
such as highlighting, deleting, masking, or moving to the
center of focus. Many variations on selection have been de-
veloped to date [Wil96], and decisions need to be made on
what the results should be for a sequence of selections. For
example, should the new selection replace the previous se-
lection or supplement the previous selection? The granular-
ity of selection is also an issue. Clicking on an entity in the
display might result in the selection of the smallest address-
able component (e.g., a vertex or edge) or target a broader
region around the specifed location (e.g., a surface, region
of the screen, or object).

Selection can also be classifed as to whether the user
clicks on entities, paints over a selection of entities (e.g.,
holding the mouse button down while moving over the enti-
ties of interest), or otherwise isolating the entities via tech-
niques such as bounding boxes and lassoes. Finaly, selec-
tion can be performed in a semiautomatic manner, where the
system sel ects el ementsthat match auser’s set of constraints.
An example would be the selection of nodes in a graph that
have a user-speci£ed distance from a selected node.

2.3. Distortion Operators

While some researchers classify distortion as a visuaiza-
tion technique, it is actually atransformation that can be ap-
plied to any type of visuaization. Like panning and zoom-
ing, distortion is a method useful for interactive exploration.
Many distortion functions (which we call operators) have
been proposed in the past. These include methods that distort
the entire space being analyzed and others that have more

localized effects. The distortion may take place within the
original visualization or may appear in a separate window.
Distortions vary in the features that are preserved and the
amount of context maintained. For example, text distortion
techniques strive for readability within a small region of in-
terest, with the rest of the text positioned to reinforce doc-
ument structure, but not generally readable. For other types
of distortion, it is important that the undistorted and com-
pressed regions continue to convey useful information while
details are provided in the focus area.

Distortion operators may be linear or non-linear, with 0,
1%, or 2" order conti nuity (discontinuous operators are also
possible). Operators may also operate on structures, rather
than on continuous spaces, and thus may be speci£c to apar-
ticular type of operand (see the next section for details). Dif-
ferent operators have different footprints, i.e., the shape and
extents of the space affected by the transformation. Com-
mon footprint shapes include rectangular and circular, and
their analogous hyperboxes and hyperdllipses for higher di-
mensional spaces. Extents are usually speci£ed by adistance
function within the space being distorted, and are often mul-
tidimensional in nature. These extents can be £xed or vari-
able, user-controlled or driven by the semantics of the infor-
mation (e.g., page or paragraph extents for text distortion).
Finally, operators generally have a variable degree of mag-
ni£cation, depending on the level of detail desired.

3. Interaction Operands and Spaces

Aninteraction operand isthe section of space uponwhich an
interactive operator is applied. To determine the result of an
interactive operation, one needs to know within what space
the interaction is to take place. In other words, when a user
clicks on a location or set of locations on the screen, what
entities does he or she wish to be indicating? Possibilities
include the pixel(s), the data value or record mapped to the
location, or even the component of the visualization struc-
ture (e.g., an axis) at or near that location. We have iden-
tifed several distinct classes of interaction spaces. Each is
described below, including examples of existing interaction
techniques that fall into each class.

3.1. Screen-Space (pixels)

Navigation in screen-space typically consists of actions such
as panning, zooming, and rotation. Note that in each case, no
new data is used; the process consists of pixel-level opera-
tions such as transformation, sampling, and replication.

Pixel-based selection means that at the end of the opera-
tion each pixel will be classifed as either selected or uns-
elected. As previously mentioned, the selection can be per-
formed on individual pixels, rectangles or circles of pixels,
or arbitrary shaped regions that the user outlines. Selection
areas may also be contiguous or hon-contiguous.

(© The Eurographics Association 2004.
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Figure 1: In screen-space techniques, pixel regions are enlarged or reduced to provide selective detail. In this scatterplot matrix
display, a center of focus has been selected and magni£ed using a confocal lens technique.

3.2. Data Value-Space (multivariate data values)

Distortion in screen space involves transformations on pix-
ds, i.e, (X,¥) = f(x,y). In order to avoid occlusion, this
function should be order-preserving and at |east O continu-
ous [KR97]. The magni£cation m(x,y) at a particular point
is simply the derivative of this transformation, and, in fact,
it is useful to be able to switch between transformations
and their associated magnifcations when controlling the
distortion process [KR97]. Examples of screen-space tech-
niques are the £sheye lens [Fur86] and rubber sheet meth-
ods [SSTR93, CF95], although the latter techniques could
also be placed in the object-space category described below.
Figure 1 is an example of thistype of distortion.

Navigating in data val ue space involves using the data val-
ues as a mechanism for view specifcation. The analogous
operations for panning and zooming would be to change the
data values being displayed; panning would shift the start of
the value range to be shown, while zooming would decrease
the size of thisrange.

Data value-space selection is similar to a database query
in that the user specifes a range of data values for one
or more data dimensions. This can be performed via di-
rect manipulation, asin the data-driven brushing reported in
[MWO95] (see Figure 2a) or viasliders or other query speci£-
cation mechanisms [Shn94]. Selection may involve asingle
value or one or more ranges of values.

(© The Eurographics Association 2004.

For distortion in data value space, data vaues
(do,d1,....,dn) may be transformed via a function
j i (dg,di,...,dh) = j(dg,dy,...,dn) prior to visualization.
In fact, each dimension may have its own transformation
function ji : d/ = ji(di). In its most genera case, the
function j; could depend on any number of dimensions,
although user control of such a function might be prob-
lematic. An example of data value-space distortion is the
dimensional zooming found in XmdvTool [FWR99], where
each dimension of a selected subset of the data is scaled so
that the subset £lIs the display area (see Figure 2).

3.3. Data Structure-Space (components of data
organization)

Data can be structured in a number of ways, such as lists,
tables, grids, and hierarchies. For each structure, one can de-
velop interaction mechanisms to indicate what portions of
the structure will be manipulated, and how this manipulation
will be manifested. Navigation in data structure space in-
volves moving the view speci£cation along the structure, as
in showing sequential groups of records or moving down or
up ahierarchical structure (asin drill-down and roll-up oper-
ations). For example, Figure 3 shows the difference between
a screen-space zoom (involving pixel replication) and a data
structure-space zoom (involving retrieval of more detailed
data. A technique presented by Resnick et. al. [RWR98] se-
lects subsets of data to be visualized by specifying a focus,
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Figure 2: In data value-space distortion, transformations are performed according to the dimensionality of the data. In this
example, generated using XmdvTool [ FWR99], an N-dimensional hyperbox is selected via painting over a section of an axisand
scaled in all dimensions (by different amounts) to £1I a unit hypercube, which is then displayed. Animation is used to preserve
context. Clusters and anomalies within the selected region are much easier to see in the zoomed version.

Figure 3: In screen-space zooming (left), pixels are replicated to provide selective size, while in data space zooming (right), the

data itself can be resampled at the appropriate resolution.

extents, and density in a regular grid structure, where the
density can be afunction of distance from the focus.

Selection in data structure space generaly involves dis-
playing the structure and alowing the user to identify re-
gions of interest within it. Thisin turn can drive the display
of the data corresponding to the selected substructure. For
example, structure-based brushing [FWRO00] involves con-
trolling the selection of data stored in a cluster hierarchy,
with interactions such as highlighting data that falls within a
particular branch of the tree. Similarly, InterRing is aradial
space-£lling hierarchy visualization tool that allows semi-
automatic selection of nodes according to the hierarchical
structure [YWRO02]. Figure 4 shows a dimension hierarchy

in InterRing with a subset of termina nodes automatically
selected viaa query on their common parent node.

An exampleof 3-D grid distortion is presented by Carpen-
dale et. al. [CCF97]. They apply concepts from screen-
space distortion to elements with three spatial dimensions.
Four classes of distortion are defed: stretch orthogonal, non-
linear orthogonal, non-linear radial, and step orthogonal. To
provide improved visibility to entities within the volume of
data they defne a visual access distortion that shifts data to
provide a clear line of sight to internal objects.

Distortion of hierarchies is a common practice due to the
density of information that can result from broad or deep
hierarchies. Several researchers have developed techniques

(© The Eurographics Association 2004.
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Figure 4: Selection of nodes in a hierarchy via InterRing
[ YWR02]. Nodeswith a red stripein them have been selected
via a user-specifed query rather than one node at a time.

based on radia hierarchy displays, such as the work of An-
drews and Heidegger [AH98], Stasko and Zhang [SZ00],
and Yang [YWRO02]. Other multiresolution techniques, such
as wavelet transforms [WB96], have been used to visualize
detailsin afocused region of an ordered list of data records.

In each of the cases above, it is the structure holding the
data, rather than the data values themselves or the mech-
anism by which they are visualized, that is the focus of
the distortion. Formalization of this procedure is somewhat
more complicated than for the other spaces, but we can clas-
sify most of these distortions as mapping a vector (D, S),
where D isthe dataand Sisthe structure holding the data, to
(D', S), where the transformation may modify the data, the
structure, or both.

3.4. Attribute-Space (components of graphical entities)

Navigation in attribute space is similar to that in data-value
space; panning involves shifting the range of the values of
interest, while zooming can be accomplished by either scal-
ing the attributes or enlarging the range of values of interest.
As in data value-driven selection, attribute-space selection
reguires the user to indicate the subrange of a given attribute
of interest. For example, given a visua depiction of a color
map, a user can select one or more entries to highlight.

Given an attribute A of a graphical entity being used to
convey information, we can perform atransformation by ap-
plying afunctionk : &’ = k(a). We can assume A can take on
valuesin therange [ag — ay], or that A is specifed asavec-
tor. For example, distortion of a color map would alocate a
wider or narrower range of colors for some subranges than
others, thus enabling £ne variations to be more readily per-
ceived (see Figure 5). This form of distortion is often used
in medical image analysisto identify regions of interest. The

(© The Eurographics Association 2004.

size attribute of a data glyph or scatterplot marker, when not
used to convey a data dimension, can also be distorted to
emphasize or deemphasize selected subsets. Attribute-space
techniques can be seen as complementary to data value-
space methods, since similar effects may be attained through
either approach if one or more of the datadimensionsis con-
trolling the specifed attribute.

3.5. Object-Space (3D surfaces)

In these displays, the data is mapped to a geometric object,
and this object (or its projection) can undergo interactions
and transformations. Navigation in object space often con-
sists of moving around objects and observing the surfaces on
which the datais mapped. The system should support global
views of the object space aswell as close-up views. The lat-
ter may be constrained to enable the user to £nd good views
more quickly. Selection involves clicking anywhere on the
object(s) of interest or indicating target objects from alist.

Figure 6: Object-based techniques distort an object upon
which data has been projected. In this example, inspired
by the Perspective Wall [MRC91], a parallel coordinates
display is projected onto walls, and perspective is used to
make a selected wall more readable while maintaining con-
text with the rest of the data.

For distortion, examples of this form of interaction
are perspective walls [MRC91] and hyperbolic projections
[Mun97]. These methods can be envisioned as a variant on
screen-based methods, where the object onto which the data
is projected encapsulates the distortion function. However,
after mapping, the surfaces can undergo additional transfor-
mations in 3-D, such as rotation, scaling, and perspective
distortion. For example, Kreuseler et. al. [KLS00] map hi-
erarchies £rst to a hemisphere, and then adjust the focus
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Figure 5: Attribute-based distortion modi£es one or more attributes of the graphical objects used to depict the data, as shown
with this colormap modi£cation, generated using the colormap editor in OpenDX. The color map is distorted to allot a greater

portion to valuesin the middle of the data range.

by changing the center of projection, resulting in a distor-
tion that enlarges one region while shrinking others. We
can represent the process of object-space distortion as a se-
quence of two functions. The £rst maps the data (gener-
ally parameterized to two-dimensions) onto a 3-D structure
((x,y,2) = g(a, b)), and then this structureis transformed and
projected to the screen ((i, j) = h(x,y, 2)) (see Figure 6).

3.6. Visualization Structure-Space

A visualization consists of a structure that is relatively inde-
pendent of the values, attributes, and structure of data. For
example, the grid within which a scatterplot matrix is drawn
or the axes displayed in many types of visuaizations are
each components of the visualization structure and can be
the focus of interactions.

Examples of navigation in visualization structure-space
might include moving through pages in a spreadsheet-style
visualization tool or zooming in on an individua plot in a
scatterplot matrix. For selection, typical operations would
include choosing components to hide, move, or rearrange.
For example, one might select an axisin parallel coordinates

and drag it to a new location to discover different relation-
ships among the data dimensions.

A good example of distortion in this space is the Table
Lens technique [RC94, TR97], which allows users to trans-
form rows and/or columns of a spreadsheet to provide mul-
tiple levels of detail. See Figure 7 for an example of this
process as applied to a scatterplot matrix.

4. A Unifed Framework

For each interaction operator to be applied to a specifed
space/operand, several parameters are required. Some of
these may be constants for a given system. The parameters
are described below.

Focus:. thelocation within the space at the center of the area
of user interest. There may be multiple simultaneousfoci,
though for navigation this usually requires multiple dis-
play windows.

Extents: the range within the space (can be multidimen-
sional) defning the boundaries of the interaction. The
metric used for specifying the range is specifc to the
space; in screen space this would be in pixels, while in

(© The Eurographics Association 2004.
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Figure 7: Structure-based distortion modi£es the underlying structural elements of the visualization. This example, inspired by
Table Lens [RC94], shows a scatterplot matrix with two grid cells (and their corresponding rows and columns) magni£ed, with

a corresponding shrinkage in other cells.

structure-space this might be the number of rowsin ata
ble or linksin a graph.

Transformation: the function applied to the entities within
the extents, generally afunction of distance or offset from
the focus. The shape of this transformation might also de-
pend on the type of information being affected. For ex-
ample, text distortion is more likely to have a nat peak
to the transformation function. Another component of the
transformation is the degree or scale factor for the trans-
formation, thus allowing varying amounts of the specifed
action.

Blender: how to handle parts of space touched by more
than one interaction. For selection, this operation may in-
clude performing logical operations on overlapping enti-
ties[MW95]. For distortion, Keahey and Robertson iden-
tify several approaches, including weighted average, max-
imal value, and composition [KR96]. Each has advantages
in terms of smoothness and ease of interpretation.

In Figure 8 we show a pipeline depicting the structure
of the generalized distortion process (similar £gures can be
generated for other forms of interaction). At each stage, the
user can control any or al of the operator parameters de-
scribed above. While no system implemented to date sup-
ports al of these pipeline components, most information
visualization systems support one or more of them, allow-
ing users interactive control over one or more of the oper-
ator parameters. It should be noted that the order in which
the operations are applied may be modi£ed, although the

(© The Eurographics Association 2004.

screen-space method is most intuitively placed last. The or-
der of operation presented in Figure 8 seemsto the authorsto
progressin an intuitive, progressive fashion, but experiments
are needed to verify this hypothesis.

Data Value-
Based Distortion

Ohject-Based
Transforms

S

Structure-Driven USER

Data Query

Attribute-Based
Modifications

Screen-Space
Distortion

Visualization
Structure Modification

H
/

Display

Figure 8: The Distortion Pipeline. The user interactively
controls each stage of the pipeline. Each distortion opera-
tion is optional.
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5. Interaction Control

At each stage of the pipeline introduced in the previous sec-
tion, the user requires mechanisms to control the type, lo-
cation, and level of each interaction as he or she navigates
within both the data space and the visuaization. The real-
ization of these controls must be intuitive, unambiguous, at
alevel of detail and accuracy appropriate for the space being
operated upon. In particular, the following lists typical con-
trols and reasonable candidates for their implementation:

Focus Selection: Selection is most readily accomplished
viadirect manipulation toals, i.e., using a mouse or other
selection device to indicate the focus location. In screen
and object space, this can be easily accomplished via nor-
mal selection operations. In data space, an N-dimensional
location might need to be indicated. Depending on the
method of display, this could involve multiple selections
(e.g., selecting in a scatterplot matrix only enables simul-
taneous speci£cation of two dimensions). In attribute and
structure space, one £rst needs agraphical depiction of the
structure or the range of the attribute, such as a display of
atreeor table or acurve showing therange of colorsin the
color map. Finaly, the focus can be specifed implicitly,
by assuming the focus is the center of the extents of the
interaction, which can be specif£ed as outlined bel ow.

Extent Selection: Specifying the extents for an interaction
is generally dependent on the type of interaction and the
space in which the interaction is being applied, and can
be done either via direct manipulation or separate inter-
face tools. It may be specifed via a single value (eg., a
radius or maximum number of items) or via a vector of
values (e.g., a range for each data dimension or a set of
constraints). In many systems the extents are often hard-
coded to reduce the effort in performing the operation.

Interaction Type Selection: Given the many typesof inter-
action possible, and the variety of spaces in which they
may be applied, areasonable interface for this task would
be a pair of menus: one to select the space and the other
to specify the general class of the interaction.

Interaction Level Selection: The degree of interaction is
an important control parameter that can be specifed by
asingle value (e.g., the magnitude of scaling that will oc-
cur at the focal point). A dlider or dial is suf£cient for this
activity, along with a button to reset the operation to its
minimum level. A direct manipulation equivalent would
be to associate upward mouse motions with an increased
interaction level, perhaps in conjunction with direct ma-
nipulation of the extents via horizontal mouse motions.

Blender Type Selection: If more than one interaction can
be simultaneously viewed and manipulated, there must be
some mechanism for selecting a strategy for mixing re-
gions of space affected by more than one interaction. As
with Interaction Type Selection, thisis best accomplished
viaamenu of options. Available options might be depen-
dent on both the space in which the interaction is occur-
ring and the type of interaction being used. Asinteractions

in different spaces are applied at different points in the
pipeling, it is unnecessary to consider methods for con-
trolling the combination of interactions involving two or
more spaces.

An important feature that should be present in al opera-
tions is the animation of interpolated values of the interac-
tion parameters as they are changed. This has been shown
to be extremely effective in many implementations of oper-
ators for helping users to both preserve context and obtain
a better understanding of the effects of the operation on the
data [VWNO3]. Rapid changes can lead to confusion and a
loss of orientation, especialy when interactively exploring
large data or information repositories. Related to this, users
should have some control over the rate of this animation (the
number of frames or stepsin the interpolation).

6. Conclusions

In this paper we presented a framework for enveloping the
wide assortment of interaction techniques developed to date
for data and information visualization. By identifying the
type of the operator (navigation, selection, distortion) and
the space of the interaction (screen, data value, data struc-
ture, attribute, object, or visualization structure), along with
the parameters of the interaction operator (focus, extents,
transformation, magnitude, blender), we can defne an exten-
sive assortment of interaction operations. We also described
a computational architecture to support interactions within
the visualization pipeline and suggested interface tools for
enabling the user to control each of the components.

Most visualization systems developed to date support, at
most, asmall set of interaction techniques. Part of our future
work will involve assessing user reactions to an environment
containing awider range of interaction operators. Questions
to be addressed include:

e Given training in the use of individual interaction opera-
tions, how readily will users acquire expertise in compos-
ing interactionsin different spaces?

e What combinations of operations will prove to be most
effective, and in what situations?

e What are the best ways to provide users with unambigu-
ous controls of the individual operations?

Our initial experiments at combining data value-space
and data structure-space selection, navigation, and distortion
within XmdvTool have shown clear advantages to including
all types of interaction; the user is provided with many alter-
native ways of viewing and exploring their data sets, which
can increase the likelihood of discovering features of inter-
est. We also found that there is no problem in predicting the
effects of the composition of operations. We hope to expand
thiswork into the other interaction spaces and attempt to an-
swer the questions mentioned above, as well as others that
arise during our investigations.

(© The Eurographics Association 2004.
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