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Abstract
Feature tracking algorithms for instationary vector fields are usually based on a correspondence analysis of the
features at different time steps. This paper introduces a method for feature tracking which is based on the integra-
tion of stream lines of a certain vector field called feature flow field. We analyze for which features the method of
feature flow fields can be applied, we show how events in the flow can be detected using feature flow fields, and
we show how to construct the feature flow fields for particular classes of features. Finally, we apply the technique
to track critical points in a 2D instationary vector field.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Visualization, flow visu-
alization, feature extraction and tracking

1. Introduction

Flow visualization is one of the most important subfields of
scientific visualization. From its very beginning, flow visual-
ization had to face the problem of treating large and complex
data. A variety of techniques have been developed for com-
puting expressive visual representations for 2D or 3D flow
fields.

Among the flow visualization techniques, feature extrac-
tion techniques are a promising approach because of their
potential capability to dramatically reduce the complexity of
the flow field. An intensive research on feature flow fields
has been done in the flow visualization community in recent
years.

Features of flow fields represent the interesting objects or
structures in a flow. For stationary flow fields, a number of
techniques exist to define and extract features from the flow
data 18.

To treat features of instationary (time varying) flow fields,
the additional problem appears that features might change
their location, their shape, and other characteristics. In addi-
tion, certain events of the features may occur. The analysis of
this dynamic behavior of features is called feature tracking.

† theisel@mpi-sb.mpg.de
‡ hpseidel@mpi-sb.mpg.de

Most existing techniques for feature tracking are based on
the following steps 26:

1. Extract features of the flow at a certain number of time
steps.

2. Find the corresponding features in consecutive time
steps.

3. Detect events in the features.
4. Visualize the evolution of the features.

To find the corresponding features at different time steps,
two general approaches exist 18: region correspondence and
attribute correspondence. For region correspondence, the
correspondence of regions of interest is detected by search-
ing minima or maxima of certain measures. These measures
can be the distance of the features in two consecutive time
steps, or an affine transformation matrix 12. In addition, the
overlapping of features in consecutive time steps can be used
30. For attribute correspondence, certain attributes of the fea-
tures (like position, size, volume) is observed over time. The
correspondence criteria are usually described as a combina-
tion of location and size of the features 26, or it may be de-
scribed by a predictor and verification approach 19, 20.

For the step of event detection, the following events are
considered 26, 20:

• continuation
• birth (creation) and death (dissipation)
• entry and exit
• split (bifurcation) and merge (amalgamation)
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To detect these events, features in consecutive time steps are
checked for significant changes in their characteristics (for
instance a changing number of features, or a predicted neg-
ative size of the features). In these cases the events are de-
duced from these changes.

In recent years a number of alternative feature tracking ap-
proaches have been proposed for particular features. These
methods are mainly related to an isosurface extraction in 4-
dimensional space. 36 does so for features in scalar fields
while 2 uses this approach for tracking vortex core lines over
time (and also in scale space).

The main idea of this paper is to introduce another alter-
native approach to the feature tracking techniques mentioned
above. This approach is based on the idea to represent the dy-
namic behavior of the features not as a higher-dimensional
isosurface but as the stream lines (or stream surfaces or
stream objects) of a higher dimensional vector field. The nu-
merical integration of stream lines is well-established in flow
visualization. Because of this, we want to make use of these
techniques to track features in instationary flow fields.

The rest of the paper is organized as follows: section 2
describes the main idea of the paper in detail. Section 3
demonstrates the application for a particular feature tracking
problem: the tracking of critical points in instationary vector
fields. Section 4 answers the question for which features the
proposed technique is applicable.

2. Description of the main idea

For the sake of simplicity, we start describing the technique
for instationary vector fields in 2D. Later we show that
the technique can be transformed to 3D vector fields in a
straightforward way.

Given is a smooth instationary 2D vector field

v(x,y, t) =

(

u(x,y, t)
v(x,y, t)

)

. (1)

This means, we do not only consider v at discrete time steps
ti but for a continuous time domain. This can be achieved by
interpolating the flow data not only in x- and y-direction but
also in t-direction. Then the idea is to construct a new 3D
vector field

f(x,y, t) =





f (x,y, t)
g(x,y, t)
h(x,y, t)





. (2)

in such a way that the dynamic behavior of the features of v
is described by the stream lines of f. In fact, tracking features
of v over time is now carried out by tracing stream lines of
f. Since f describes the flow of certain features of v over
time, we call f the feature flow field of v. Figure 1 gives an
illustration.

Note that the stream lines of a feature flow field do
not necessarily have to go "forward" in time. Instead, both
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Figure 1: Feature tracking using feature flow fields. The dy-
namic behavior of a feature of v at a certain time ti is tracked
by tracing the stream lines of f from the feature. The features
at a certain time ti+1 can be observed by intersecting these
stream lines with the time plane t = ti+1.

"backward" and "forward" flows of the features in time are
possible, even for the same stream line of f. Figure 2 illus-
trates this.
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Figure 2: The stream lines of f may go "forward" and "back-
ward" in time.

The examples in figures 1 and 2 show that the dynamic be-
havior of a feature is not necessarily described by one stream
line but by a number of stream lines originating from all
points which belong to a feature at a certain time. Depend-
ing on the dimensionality of the feature, the feature tracking
corresponds to stream line, stream surface or stream object
integration.

The stream lines of f can also be used to detect events
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of the features. An exit event occurs if all stream lines of
f which describe the feature leave the x− y-domain of the
vector field. A birth event occurs at a time tb when the feature
at the time tb is only described by one stream line of f, and
this stream line touches the plane t = tb "from above" (i.e.,
the stream line in a neighborhood of the touching point is in
the half-space t ≥ tb). Figure 3 shows an example. A split
occurs at a time ts if one of the stream lines of f describing
the feature touches the plane t = ts "from above". Figure 3
illustrates an example. The conditions for the reverse events
(entry, merge, dead) can be formulated in a similar way.

features of    atv ti

ti

t

stream lines

of f

x

y

ts

tb

Figure 3: Two events in a flow. Shown are two times tb and
ts in which events take place. At the time tb, a new feature is
born, at the time ts it splits into two features.

Up to now we introduced the concept of feature flow fields
in a rather informal way. To make it applicable, we have to
treat two problems:

• For which features, feature flow fields can be used?
• How can the feature flow field f be obtained for these fea-

tures?

Before dealing with these problems in section 4, the fol-
lowing section describes the usage of feature flow fields for
tracking a particular feature: critical points in instationary
2D flows.

3. Tracking critical points in instationary 2D vector
fields

The topology of vector fields as a visualization tool has been
introduced in 7, 8. Later it was extended to to higher order
topologies 27, to multilevel topologies 4, and to 3D topolo-
gies 5, 6. Topological issues play a role in simplification 3,
compression 15, and construction 32 of vector fields.

The topology of a vector field essentially consists of crit-
ical points and separatrices. Critical points are points where
the vector of the field vanishes; separatrices are particu-
lar stream lines separating areas of different flow behavior.
In the following we restrict ourselves to first-order critical
points, i.e. critical points with a non-zero Jacobian.

For instationary vector fields, the locations of critical
points over time has to be tracked since critical points might
change their location. In addition, the following events may
occur which change the characteristics of the critical points
34:

• Fold bifurcation: two critical points collapse and disap-
pear. One of them is a saddle while the other is either a
source, a sink, or a center.

• Creation of two critical points (one saddle and one
source/sink/center) out of an area without critical points
before. This event is the reverse of a fold bifurcation.

• Hopf bifurcation: switch from source to sink or reversely
via the unstable state of a center.

To track the location of critical points over time (including
fold bifurcations), 33 and 34 apply a piecewise linear inter-
polation of the vector data. This way the faces of every cell
in the (x,y, t)-domain have at most one critical point which
can easily be found by solving a system of linear equations.
Connecting these points on the cell faces gives the path of
the critical points in the (x,y, t)-domain. Since a face of a
cell can have at most one critical point, fold bifurcations (or
their inverse events) can occur only at cell boundaries.

Now we want to trace critical points using the idea of
feature flow fields. Let v(x,y, t) be an instationary 2D vec-
tor field with a critical point. We construct f(x,y, t) by de-
manding that the vectors of f point in the direction in which
the vectors of v (both direction and magnitude) remain
unchanged if we assume a first order approximation of v
around the point of consideration. The direction of maxi-
mal change of the u-component of v is given by the gra-
dient grad(u). In the plane perpendicular to grad(u), the u-
component remains constant in a first order approximation
of v. A similar statement holds for the v-component of v: it
is constant in the plane perpendicular to grad(v). Thus, the
only direction in which both u- and v-component of v re-
main constant is the intersection of the planes perpendicular
to grad(u) and grad(v). This gives

f(x,y, t) = grad(u)×grad(u) =





det(vy,vt)
det(vt ,vx)
det(vx,vy)





. (3)

Figure 4 gives an illustration. This definition of the feature
flow field f ensures that all points (x,y, t) on a stream line
of f have the same value for v(x,y, t). Figure 5 illustrates
this. Obviously, the path of a critical point of v can now be
described as the stream line of f starting in a critical point of
v.
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Figure 4: Definition of the feature flow field f for critical
point tracking.
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Figure 5: All points (x,y, t) on a stream line of f (defined by
(3) ) have the same value for v(x,y, t).

Now we can formulate the following algorithm to track
critical points:

1. Find an appropriate number of critical points (seed
points) in the (x,y, t) domain.

2. Compute the stream lines of f from the seed points by
both backward and forward integration.

3. To obtain a critical point at a certain time ti: intersect all
stream lines of step 2 with the plane t = ti.

This algorithm needs some comments:

1. The problem of finding an appropriate (i.e. minimal and
complete) set of stream lines which cover all critical
points is non-trivial and has similarities to the problem
of finding seed points in volume data sets for isosurface
extraction 29, 28, 14. Here we used a rather straightforward
approach (which cannot guarantee to find a complete set
of seed points): we extracted all critical points of v at cer-
tain time steps t0, ..., tn. From this set of critical points we
start to construct the stream lines of f, but before con-
structing a particular stream line we check if the critical
point is already covered by a stream line constructed be-
fore.

2. The stream lines usually have to be integrated numeri-
cally. We used a fourth order Runge-Kutta method. If
a higher precision is desired (for instance in turbulent

flows), higher order numerical integration techniques can
be considered.

3. Since the result of the numerical integration in step 2 is a
piecewise linear approximation of the stream line (i.e. a
polygon), its intersection with the plane t = ti can easily
be obtained.

Now we show the application of the algorithm described
above to a real flow data set. Figure 6 shows the visualization
of a 2D flow in a Bay area of the Baltic Sea near Greifswald,
Germany (Greifswalder Bodden). This data set was obtained
by a numerical simulation on a regular 115×103 grid at 25
time steps. Since the water can be considered as incompress-
ible, the resulting instationary vector field holds div(v) ≡ 0.
This gives that the only critical points we can expect are sad-
dles and centers. The vector field was obtained by applying
a trilinear interpolation of the vector values in x-, y- and t-
direction. Figure 6 shows the vector field at the first and the
last time step t0 and t24 using the IDraw technique 21. The
figure shows that number and location of the critical points
in the flow change over time.

t0

t

x

y

t24

Figure 6: Test data set at two different time steps t0 and t24.
Data set provided by Department of Mathematics, Univer-
sity of Rostock.

Figure 7 shows the extraction of all critical points at the
time steps t0 and t24 as well as a collection of stream lines of
v at these times. Saddle points are marked with small blue
spheres, at centers a red sphere was located.

Figure 8 shows again the critical points at the time steps
t0 and t24, but now together with the stream lines of the fea-
ture flow field f (defined by (3)) which start in these criti-
cal points. To emphasize the location of the stream lines in
3D, we visualized them as cylindrical closed surfaces with a
small radius around the stream lines. In addition we used an
alternating color coding of the stream lines for different time
intervals. For the particular data set it turned out that the crit-
ical points at the times t0 and t24 are sufficient to build a seed
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Figure 7: Critical points and stream lines of v at the time
steps t0 and t24.

Figure 8: Critical points and stream lines of f at the time
steps t0 and t24.

set. This means, we did not find any critical point at a certain
time between t0 and t24 which was not covered by one of the
already constructed stream lines of f.

Figure 9 shows the same data set as figure 8 but from an-
other view point.

Figures 8 and 9 show that for rather complex data sets
(with a higher number of critical points) the tracking of
their location can lead to visual clutter. To analyze partic-
ular stream lines of f, we zoomed into regions of interest as
shown in figures 10 and 11.

Figures 8–11 reveal a number of events in the critical
points. We can observe some entry and exit events where the
critical points leave the x− y-domain. In the figures 8–11,

Figure 9: Critical points and stream lines of f at the time
steps t0 and t24.

Figure 10: Zoom into the test data set.

these events correspond to the end points of the stream lines
which are not marked with a particular critical point (red
or blue sphere) at the times t0 or t24. Also, we can observe
a number of fold bifurcations and their reversed events. A
stream line of f indicates a fold bifurcation a the time ti if the
stream line touches the plane t = ti "from beyond" (i.e., in a
neighborhood of the touching point the stream line is com-
pletely located in the half-plane t ≤ ti). The event of creating
a new pair of critical points at a time t = ti is indicated by a
stream line of f which touches the plane t = ti "from above".

In figures 8–11 we also can see that two different critical
points at a time level ti can be represented by the same stream
line of f. This means that at a certain other time (before or
after), these critical points are going to collapse.
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Figure 11: Zoom into the test data set.

As mentioned before, the vector field v considered in fig-
ures 6 – 11 was obtained by applying a piecewise trilinear
interpolation of the vector data in x-, y- and t-direction, pro-
ducing a C0 continuous vector field. Then the feature flow
field f defined by (3) describes a C−1 continuous biquadratic
vector field. Thus the stream lines of f are G0 continuous
which explains the appearance of sharp corners in the stream
lines in figures 8 – 11.

While feature flow fields are an appropriate tool for track-
ing the location of critical points (including the detection
of fold bifurcations and its reverse), the concept cannot be
used directly for tracking the classification of them (includ-
ing Hopf bifurcations). However, at a point (x,y, t) on the the
stream line of f with h(x,y, t) = 0, the traced critical point
switches from saddle to either source, sink or center, or re-
versely. Since the path of the critical point is known by f, it
is possible to trace the Jacobian of v along the stream line of
f to detect for instance Hopf bifurcations.

4. Feature flow fields for general features

This section discusses for which features the concept of fea-
ture flow fields is applicable. A variety of different features
has been introduced in the literature (see 18 for an overview).
Generally, feature extraction of vector fields can be classi-
fied into three approaches 18: based on image processing, on
a topological analysis, and on physical characteristics. Com-
mon features for vector fields are critical points, separatrices,
vortices, shock waves, and others.

To establish the relation between features and feature flow

fields, we want to classify features into two groups: local and
global features. Local features are obtained by locally ana-
lyzing certain points in the flow (for instance grid points).
This means, local feature are characterized by the fact that
for every point in the flow the decision if the point belongs
to a feature can be done by locally analyzing the flow (and
probably its derivatives) in this point. On the other hand,
global features can only be obtained by a global analysis of
the vector field.

The concept of feature flow fields is based on the fact that
the direction of the movement of the feature points is com-
puted locally as the vector of f. Hence, feature flow fields are
only applicable for local features.

Depending on the dimensionality of the features, differ-
ent characteristics in terms of f are possible. If the feature is
a zero-dimensional point set (i.e. a single point), the feature
tracking using feature flow fields turns out to be a stream line
integration in f. For one-dimensional features (i.e. lines), the
feature extraction in f is a stream surface integration 9. Two-
dimensional features in v correspond to a tracing of flow vol-
umes 16.

Feature extraction techniques which are based on image
processing usually map the flow information of a number of
time steps into images and apply techniques from computer
vision there. This class of techniques is not the target of fea-
ture flow fields. The other two classes, topological analysis
and physical characteristics, are treated in the following. For
physical characteristics, we especially focus on the extrac-
tion of vortices.

4.1. Topological features

The applicability of feature flow fields for tracking critical
points for 2D instationary vector fields has already been
shown in section 3. The concepts introduced there can be
extended to 3D vector fields in the following way:

Given an instationary 3D vector field

v(x,y,z, t) =





u(x,y,z, t)
v(x,y,z, t)
w(x,y,z, t)





, (4)

the feature flow field f is a 4-dimensional vector field which
points into the direction in which the vector of v remains
constant (assuming a local first order approximation of v
around the considered point). Thus, f is determined by

f ⊥ grad(u) , f ⊥ grad(v) , f ⊥ grad(w) , (5)

which gives

f(x,y,z, t) =









det(vy,vz,vt)
det(vz,vt ,vx)
det(vt ,vx,vy)
det(vx,vy,vz)









. (6)

This way, tracking the critical points in v corresponds to a
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4-dimensional stream line integration of f. To obtain the par-
ticular critical points at a certain time t = ti, these stream
lines have to be intersected with the hyperplane t = ti. Sim-
ilar to the 2D case, the computation of these intersections
is straightforward since the numerical integration of stream
lines yields a piecewise linear approximation.

The other aspect of the topology of vector fields, separa-
trices, cannot be treated by using feature flow fields, since
separatrices are a global feature of the vector field.

4.2. Vortices

In recent years, an intensive research has been done in defin-
ing, extracting, and tracking vortices (or vortex core lines) of
vector fields. Some of these definitions of vortices fall into
the class of local features (and can therefore be tackled using
feature flow fields), others are global features.

Given a 3D vector field v(x,y,z, t), one way of defining
vortices is to consider a scalar field s(x,y,z, t) and define a
vortex as consisting of all points (x,y,z, t) where s is larger
(or smaller) than a certain threshold. The scalar field s may
be derived from v, or it might be given in addition to v. The
following choices of s have been proposed:

• the magnitude of the vorticity 35: s = ‖curl(v)‖,
• the projection of the vorticity onto the velocity vector 13:

s = curl(v) ·v,
• the pressure of the flow 22,
• one of the eigenvalues of the matrix S2 + Ω2 with S =

1
2 (v+vT ) and Ω = 1

2 (v−vT ) 10.

To find the feature flow fields for f for one of these cases, f
has to fulfill f ⊥ grad(s). Since this underdefines f, we can
choose three scalar fields s1,s2,s3 to fully define f by de-
manding

f ⊥ grad(s1) , f ⊥ grad(s2) , f ⊥ grad(s3). (7)

The additional scalar fields might be some of the above-
mentioned as well, or they might be elementary values like
the magnitude of the flow (described by one scalar) or the
flow direction (described by two scalars). Then the corre-
sponding feature flow field can be written as

f(x,y,z, t) =









det(M1)
det(M2)
det(M3)
det(M4)









. (8)

with

M1 =





s1y s1z s1t
s2y s2z s2t
s3y s3z s3t





, M2 =





s1z s1t s1x
s2z s2t s2x
s3z s3t s3x





M3 =





s1t s1x s1y
s2t s2x s2y
s3t s3x s3y





, M4 =





s1x s1y s1z
s2x s2y s2z
s3x s3y s3z





.

In this notation, s1x means for example the x-partial of the

scalar field s1. Note that this feature flow field works for all
three scalar fields s1,s2,s3.

Another way of describing vortex core lines is the usage
of the concept of parallel vectors 17. Here, two vector fields
v1 and v2 are derived from v, and a vortex core is assumed
at locations where v1 and v2 are parallel. Examples for the
choice of v1 and v2 are

• v and curl(v) 23,
• v and certain eigenvectors of the Jacobian 23, 31,
• v and the acceleration a = Dv

dt
24,

• v and b = D2v
dt2

24.

For such a definition of vortices, we define a new vector field
w as w = v1×v2 and search for f in such a way that it points
to the direction of constant w (assuming a local linear ap-
proximation around the considered point). This way we ob-
tain

f(x,y,z, t) =









det(wy,wz,wt)
det(wz,wt ,wx)
det(wt ,wx,wy)
det(wx,wy,wz)









. (9)

Another way of tracking features which are defined by the
parallel vector operator is introduced in 2. This approach is
based on a 4-dimensional isosurface extraction.

Other techniques of constructing vortex core lines are
based on the integration of certain stream lines of v 5 or of
curl(v) 1. Since these definitions of vortex core lines have
a global character, they cannot be treated using feature flow
fields. The same holds for some geometric methods 25 as
well as for the method introduced in 11.

5. Conclusion

We have introduced a method for tracking features in insta-
tionary vector fields which is based on the analysis of the
stream lines of a certain vector field called feature flow field.
This method has the following characteristics:

• The method applies well-established techniques of nu-
merical stream line integration instead of the common
way of feature tracking.

• The method works independently of the underlying grid
for any smooth vector field. In particular, no assumptions
about the chosen interpolation of the flow data are neces-
sary.

• The method does not require any correspondence analysis
of features in consecutive time steps.

• The method of feature low fields can be used for different
features from different applications areas.

However, there remain a large number of open questions for
future research.

• Considering feature flow fields for features based on
scalar fields (as shown in (8)), it has to be explored which
scalar fields s1,s2,s3 can be combined best to build f.
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• Further relations of f and v have to be explored. In partic-
ular, the role of possible critical points in f (where stream
lines of f may start or end) for the original vector field v
is unknown.

• Since the technique is proposed for a variety of differ-
ent features, a particular implementation was only done
for critical point tracking. Other local features have to be
tested using feature flow fields. In particular, for tracking
one- and two-dimensional features by using feature flow
fields, a number of problems appear which are not treated
yet. These problems are related with the choice of an ap-
propriate number of stream lines to build stream surfaces
or stream objects. Here adaptive techniques can be applied
which adjust the density of the stream lines. In particular,
in areas of a small last component of f (i.e., in areas where
events can expected), the density of stream lines has to be
increased.
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Figure 8: Critical points and stream lines of f at the time
steps t0 and t24.

Figure 9: Critical points and stream lines of f at the time
steps t0 and t24.

Figure 10: Zoom into the test data set.

Figure 11: Zoom into the test data set.
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