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Abstract. Based on the VIVENDI-framework for virtual endoscopy, we present
a system for the interactive and multi-modal representation of important anatom-
ical structures for neuroendoscopic interventions.
A serious problem of neuroendoscopic interventions is the possibility of injur-
ing a blood vessel while performing endoscopic surgery inside the human brain.
Besides the sudden loss of optical visibility due to the red-out of the injured ves-
sel, a potential lethal mass bleeding can be the fatal outcome of the intervention.
To avoid accidental lesions, we represent the relevant information using multiple
volumetric MRI-based representations of the respective organs.
Keywords: Virtual Environments, Magnetic-Resonance-Imaging, MR Angiog-
raphy, Virtual Neuroendoscopy, Computer Assisted Diagnosis.

1 Introduction

Minimal-invasive neurosurgical procedures are rapidly gaining importance in neuro-
surgery. Besides the reduced damage of brain tissue compared to commonly used sur-
gical techniques, regions of the brain become accessible, which are not approachable
for previous techniques. However, minimal-invasive neurosurgical procedures facilitate
only limited access to the respective brain region. In case of a serious complication,
such as a mass bleeding after injuring a major blood vessel, effectivestanchingof that
injury is usually not possible.

Our focus is on minimal-invasive interventions in the ventricular system of the hu-
man brain, where thecerebrospinal fluid (CSF)is produced and distributed via the
ventricles to the other cavities inside of the skull. Sometimes the cerebral aqueduct – a
narrow passage between the third and fourth ventricle – is occluded due to a tumor, an
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injury due to an accident, or a native defect, thus blocking the natural flow of the CSF.
This blockage leads to a dangerous increase of brain pressure which can damage the
brain severely. Other problems include the formation of a CSF-filled cyst which also
introduces pressure on blood vessels, nerves, or the ventricular (cerebral) aqueduct.

To avoid these dangerous increases of pressure inside of the skull, the cyst is drained
or a ventriculostomyis applied, where a new CSF drain is realized in the floor of the
third ventricle using endoscopic tools. Unfortunately, the major basilar artery is located
directly below the floor of the third ventricle without an optical visibility from the third
ventricle. Lesions of these arteries result usually in a fatal outcome of the interven-
tion. Even if only a small blood vessel is injured by one of the endoscopic tools, the
sudden loss of optical visibility through the endoscope introduces severe difficulties for
obtaining the desired results of the interventions.

To avoid traumas of such blood vessels, we modified the VIVENDI-framework for
virtual endoscopy [2, 4] to represent multiple anatomical information of the patient data
using several 3D scanning techniques.

In the remaining parts of the paper, we briefly discuss related work in the field
of virtual endoscopy in Section 2, introduce the existing VIVENDI-framework and
describe the additionally used techniques in Section 3. In Section 4, we discuss the
learned lessons and finally, we summarize our paper in Section 5.

2 Related Work

Research on virtual endoscopy is one of the most active areas in virtual medicine. The
developed methods have been applied to virtual colonoscopy [10, 16], bronchoscopy
[7], ventriculoscopy [1, 3], and angioscopy [6, 5, 8, 4].

Different rendering techniques are used to provide sufficient visual quality and/or
interactivity. Standard graphics hardware is used to render surface models [17, 12, 10,
2], extracted with the Marching Cubes algorithm [11]. In contrast, volume-rendering
techniques are used, partially for better visual quality, partially for interactive speed
[15, 20, 8, 1]. Unfortunately, interactive speed was always compromising visual quality,
general applicability, or flexibility. In [15] and [5], key-framed animations are generated
offline, which frequently leads to the time-intense refinement of the key-framed anima-
tion. You et al. used a 16 processor SGI Challenge for parallel volume-rendering of
isosurfaces [20]. In contrast, Gobetti et al. used the 3D texture mapping hardware abil-
ities of high-end graphics systems for volume rendering. However, the lack of shading
reduced the visual quality significantly [8]1. Furthermore, the size of the texture mem-
ory limits the size of datasets severely, while swapping techniques like bricking reduce
the framerate. The Navigator software of General Electric uses isosurface ray casting
with approximately one frame per second. Even if the performance of the 1996 results
has significantly improved, it hardly can be viewed as interactive [6].
1 In 1998, Westermann and Ertl presented 3D texture mapping-based volume-rendering with

isosurface shading [19]. However, this approach does not provide sufficient performance for
interactive endoscopy applications.



Besides rendering, the used navigation paradigm determines the usability of a vir-
tual endoscopy system. Many systems [12, 5, 16, 13] use a planned or automatic navi-
gation, which generates an offline animation of a fly-through after specifying a camera
path. This simple scheme reduces the interaction to a VCR-like functionality, requiring
a costly refinement of the camera path (and of the animation), if the structure of interest
is not well covered. A variation of the planned navigation is the “reliable navigation”
[9], in which a complete “visit” of all structures of the organ is guaranteed. However,
this also means that user interaction is limited and that not relevant regions cannot easily
be skipped.

A free navigation approach is followed by [6, 7, 1]. Unfortunately, the complexity
of the anatomical structures commonly found in the datasets is very high. Even for a
specifically trained physician, it can be difficult to navigate to the target. Furthermore,
collision avoidance is a costly operation which is frequently not available in these sys-
tems. In [10, 2, 4], a guided navigation paradigm was adopted in order to provide full
navigation flexibility, combined with user guidance and an efficient collision avoidance
scheme.

Considering the pros and cons of these approaches, the VIVENDI-framework
adopted a surface rendering approach based on [2] and a guided-navigation approach.

3 The VIVENDI-framework for Virtual Endoscopy

The first step after data acquisition of the volume dataset – based on the image stack
from rotational angiography, MRI, or Computed Tomography (CT) –, is the segmen-
tation of the respective organs. Standard 3D region growing-based segmentation algo-
rithms [2] can be used as well as advanced segmentation methods [18]. Subsequently,
an octree-hierarchical, MarchingCubes-based isosurface algorithm is applied to extract
the isosurface representing the inner surface of the respective organ system. Finally, dis-
tance fields are computed to provide a guided-navigation system for the virtual camera
[10].

VIVENDI uses the octree-oriented subdivision of the isosurfaces geometry to ap-
ply an OpenGL-based view-frustum culling and Hewlett-Packard occlusion culling flag
[14] scheme to cull on average 90% of the geometry [2–4], resulting in more than 25 fps
on an HP J7000/fx6 graphics workstation, and about 20 fps on an HP X-class PC with
a fx6 graphics card running LINUX. The distance fields are employed to implement a
collision avoidance system and a guided-navigation scheme, which directs the user to
a specified target point, while it still guarantees full navigation flexibility [10]. If a 3D,
intra-operative navigation system is present, the position and orientation information of
the optical endoscope can be fed into VIVENDI to synchronize the virtual and optical
endoscopic exploration throughout the neuroendoscopic intervention2.

2 At this point no commercially available navigation system provides this information to an
external entity. VIVENDI however, can process information of this kind.
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Fig. 1. MRI axial slice with the inferior horns of the lateral ventricles and middle cerebral artery
(left and right). (a) MRI Angiography sequence, (b) MRI TSE sequence.

Based on techniques developed for combining multiple target points for guided-
navigation and disconnected anatomical structures [2], we integrate the concurrent ren-
dering of information from two data modalities. We use an MRI TSE (Turbo Spin Echo)
sequence to generate the inner surface of the CSF-filled cavities (Fig. 1b) – such as the
ventricular system or cysts –, and an MRI Angiography (Time of Flight sequence) to
derive information on the vascular system (Fig. 1a) in the area of interest. Both se-
quences were performed subsequently, without changing the position and orientation
of the patient. It later turned out in our experiments that patient movement during both
scans is negligible. Although the resolution within the axial slices is twice as large in the
MRI Angiography as in the MRI TSE sequence, the scans generate two well-aligned
data volumes. However, the number of axial slices in the MRI data is different, and
hence so is the covered scanning area. This difference requires a manual slice matching
step that is performed by a neuroradiologist or neurosurgeon. The resulting axial trans-
lation generates an error which is at most the distance between two slices in the data
volumes. A manifestation of this error can be found in Figures 3 and 4 (see Appendix),
where the red/dark artery geometry reconstructed from the MRI Angiography sequence
penetrates the geometry of the transparent CSF-filled cavity geometry3. Especially in
Figure 4 (see Appendix), the “original” position of the blood vessel is also visible in
the geometry extracted from MRI TSE sequence. Fortunately, the maximum error (if
the matching step is correct) is always sufficiently below a critical threshold, where the
“clearance area” would also cover the proposed target area of the endoscope.

3 The depth sorting of the geometry for correct transparent rendering is obtained by the view-
frustum culling. All subdivision entities are sorted according to their closest depth values.
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Fig. 2. CT axial slice with the posterior horns of the lateral ventricles and middle cerebral artery.
(a) Contrast window one, (b) Contrast window two.

4 Lessons Learned

We applied our methods to a set of different patient datasets. Most patients received
a ventriculostomy to treat the aqueductal stenosis (see Figures 6 and 5 in Appendix).
Two other patients suffered from a large cyst in the third ventricle and near the left
temporal lobe (see Figs. 3 and 4 in Appendix) and were treated with a drainage of
the cyst. As mentioned earlier, the neurosurgeons performed these interventions using
minimal-invasive procedures that introduce a non-negligible risk of damaging a major
artery close to the new drain.

We conducted several experiments to determine an appropriate scanning protocol
which produces volume datasets which can be matched using CT- and MRI scanners.
For this purpose, two anatomical structures need to be identified by the scanning pro-
cedure; the CSF-filled ventricular system and cysts, and the blood filled major arterial
blood vessels in proximity to the CSF-filled target areas.

The (contrast agent-enhanced) CT scan provided a good contrast and a high resolu-
tion for the vascular system within the region of interest. However, this sequence did
not produce a sufficient contrast between the brain tissue and the CSF-filled cavities,
while still preserving the complete inner surface of the cavities (Fig. 2a/b). Further-
more, Computed Tomography inherently introduces radiation, an additional drawback
compared to MRI.

Blood-flow induced MRI Angiography (Fig. 1a) also reconstructs the vascular sys-
tem with good quality, although the resolution is slightly lower than with a CT scan.
However, it is not usable for the segmentation of CSF-filled cavities. Therefore, we per-
form a second sequence that focuses on these cavities right after the MRI Angiography.



Internal
Carotid
Artery

Anterior
Cerebral
Artery

Carotid
T Junction

Internal
Carotid
Artery

(a) (b)

Fig. 3. (a) Close-up to internal carotid artery, (b) View downwards on the “carotid siphon”, below
the carotid T junction.

We previously used an MRI 3D CISS (Constructive Interference in Steady States) se-
quence to reconstruct the ventricular system in patient datasets. Unfortunately, the dif-
ferent scanning orientation (sagittal and axial) introduced a surprisingly difficult match
procedure, which qualified this sequence as impractical. Consequently, we modified the
3D CISS sequence to an MRI TSE sequence (Fig. 1b) which provides the same orienta-
tion as the angiography sequence and unfortunately, also a smaller slice range than the
3D CISS. However, it turned out that the resolution is sufficient for our purposes. Fi-
nally, the combination of angiography and MRI TSE data delivered a satisfying match-
ing and image quality and was henceforth used in all later experiments. Furthermore,
MRI does not expose radiation, in contrast to a CT scan.

The current system is now providing the vascular topography combined with the
(already previously available) information of the anatomical structure of the CSF-filled
ventricular cavities. This information is successfully used to represent the location
of the blood vessels to carefully plan the neuroendoscopic intervention. Lesions of
the respective arteries can be avoided, resulting in a substantial reduction of the risk
of serious complications. Up to now, five patients were scanned using the described
protocol and provided a useful planning aid for the neuroendoscopic interventions.

5 Conclusion

In this paper, we presented a virtual neuroendoscopy system, based on the VIVENDI
framework for virtual endoscopy. Interactive performance on a graphics workstation
(or PCs) and intuitive handling was achieved using a visibility driven rendering and by
adopting the guided-navigation paradigm.



A reliable MRI-based scanning protocol was established which provides the nec-
essary information for the successful planning of neuroendoscopic procedures which
significantly reduce the risk of serious complications. Note that the problems described
in this paper are not strictly specific to neuroendoscopy, but are also present in other
medical application fields, such as oral-maxillofacial or cardio-thoracic surgery, which
will be the focus of future work.
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Fig. 4. Temporal Arachnoid Cyst dataset: (a) View on to carotid T junction, where the internal
carotid artery branches into the lateral middle cerebral artery and the frontal anterior cerebral
artery. The red vascular geometry – extracted from MRI Angiography – penetrates through the
visible vascular geometry extracted from MRI TSE. (b) Frontal and top overview of temporal
arachnoid cyst.
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Fig. 5. Ventriculostomy dataset: (a) Frontal view from the center of the lateral ventricles (first
two ventricles); the septum between the lateral ventricles is dissolved. The white line marks the
default camera path from the left lateral ventricle through the foramen of Monro into the third
ventricle. (b) Frontal and top overview of ventricular system.
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Fig. 6. Ventriculostomy dataset: (a) Frontal view from the cerebral aqueduct entrance in the third
ventricle. The floor of the third ventricle – the potential location for a new CSF drain – is bounded
by the arterialcircle of Willis, a potential cause for mass bleeding. (b) Frontal and top overview
of ventricular system.


