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Abstract. We present appearance-based virtual view generation which allows
viewers to fly through a real dynamic scene. The scene is captured by synchro-
nized multiple cameras. Arbitrary views are generated by interpolating two orig-
inal camera-view images near the given viewpoint. The quality of the generated
synthetic view is determined by the precision, consistency and density of cor-
respondences between the two images. All or most of previous work that uses
interpolation extracts the correspondences from these two images. However, not
only is it difficult to do so reliably (the task requires a good stereo algorithm),
but also the two images alone sometimes do not have enough information, due to
problems such as occlusion. Instead, we take advantage of the fact that we have
many views, from which we can extract much more reliable and comprehensive
3D geometry of the scene as a 3D model. The dense and precise correspondences
between the two images, to be used for interpolation, are derived from this con-
structed 3D model. Our method of 3D modeling from multiple images uses the
Multiple Baseline Stereo method and Shape from Silhouette method.

1 Introduction

Recently, synthesizing virtual images from multiple real images have found many ap-
plications including virtual reality, tele-presence and stereoscopic displays. Some appli-
cations, such as off-line generation of appealing graphics, can use a manual procedure
[2], but many others require automation. This requirement for automation is especially
strong in dealing with dynamic scenes. This paper aims at a completely automated
method for synthesizing virtual images.

Model Based Rendering is one technique for image synthesis. First, a 3D model is
reconstructed from the multiple images. Then, the colors on the real images are used
to form the texture of the 3D model. Using conventional rendering techniques, virtual
images are generated from the color textured 3D model. Wheeler et al. [16] proposed
a method for accurate 3D model reconstruction from multiple view range images and
demonstrated that the generated 3D shape and reflectance model can synthesize high-
quality virtual view images. Debevec et al. [2] created precise synthetic images of a
static scene whose model is constructed by an interactive 3D modeling system. Faugeras
et al. [17] developed a system which can generate 3D models of a static environment
semi-automatically. Our group [7] demonstrated automated creation of 4D (3D + time)



models for time-varying scenes, together with texture mapping and rendering of new
views. These methods have the advantage of handling the occlusion problem as they
make use of the 3D models. However, texture mapping onto the constructed 3D model
with errors may cause blur of synthesized virtual images.

Image Based Rendering method does not require any 3D models for synthesizing
virtual images. Plenoptic methods that represents the radiance as a function of the po-
sition and the directions is one of the popular methods for Image Based Rendering [5,
9, 10]. The computation cost of these methods is less than that of Model Based Render-
ing. However, the creation of higher quality synthetic images requires a large number
of original images. Another approach is generating synthetic images using correspon-
dences between the original images such as View Interpolation [1] and View Morphing
[13]. In those methods, correspondences between the original images must be specified
for warping the original images to generate intermediate views. The correspondences
are generally given manually [1, 13], by the use of optical-flow [3] or by the use of
dense stereo matching [12, 15].

In this paper, we present a view interpolation approach which we callAppearance-
Based Virtual-View Generation. First, a 3D model, which has enough geometrical infor-
mation of a scene, is reconstructed from multiple images by using “Multiple Baseline
Stereo” (MBS) [11] and “Shape from Silhouette” (SS) [4, 6]. Taking advantage of the
fact that we have 3D models of the scene, geometrically accurate correspondences are
derived from the 3D models. The precise and dense correspondences generate virtual
views at arbitrary viewpoints without losing pixels even in occlusion regions. In the
following sections, we describe the details of each process.

2 Three Dimensional Model Reconstruction

3D models are reconstructed from multiple images captured in a facility called “The 3D
Room” [8] by using either MBS method or SS method depending on the complexity of
an objects in any given scenes. The former method is used for complex objects and the
latter method is used for simpler objects.

Before the execution of these methods, calibration of all cameras is required (we
currently have 49 cameras in a room). We use Tsai’s camera calibration algorithm [14].
Tsai’s camera model has 11 parameters, consisting of five intrinsic parameters and six
extrinsic parameters. To implement this algorithm, we built a calibration device using
64 LEDs on single plane. The 8x8 LEDs are placed at an interval of 300mm uniformly.
Camera calibration images are taken at five different positions by changing the height
of this device. Once we know the relationship between the image coordinates and the
world coordinates by this measurement, all the camera parameters are computed with
this algorithm.

In execution of MBS, some neighboring cameras are chosen for each of the 49
cameras. Depth images are generated for each camera and all of the depth images are
merged into a single 3D model, which is represented by triangle meshes, by using vol-
umetric merging at each time frame. The region of interest is specified during the ex-
ecution of volumetric merging process in order to obtain the desired 3D objects in the
dynamic scene.



As for Shape from Silhouette, foreground (silhouette) images are generated for each
camera before the computation of 3D model. Background subtraction is performed for
the input images from each of the 49 cameras and dilation and erosion processing is
performed to improve the quality of foreground images. After generating foreground
images of all cameras, all of the images are back-projected into 3D space. Each camera
viewpoint and its foreground image define a bounding volume. The 3D model can be
reconstructed from intersecting volumes of multiple bounding volumes defined by these
foreground images.

3 Deriving Pairwise Correspondence from 3D Model

The 3D model reconstructed from multiple camera-view images is used to derive cor-
respondences between any neighboring camera image pairs. Figure 1 shows how to
derive the correspondences from the 3D model. View 1 and view 2 are the views of a
pair of neighboring cameras. First, the intersection of the ray from the pointa in view 1
with the surface of the 3D model is computed by using camera calibration data. Then,
the intersecting pointA on the surface of the 3D model is projected onto view 2 and
the projected pointa0 is computed. That is, the pointa0 in view 2 is the corresponding
point of the pointa in view 1. If there are points whose pixel rays have no intersecting
point on the surface of the 3D model like the points as shown figure 1, those points
have no corresponding points. This procedure is performed for all the projected objects
in view 1 and the correspondences from view 1 to view 2 are derived. We also need the
correspondences from view 2 to view 1 to overcome occlusion problems.

After the derivation of the correspondences in the entire view, disparity vectors are
defined for all of the corresponding points like the vectorda andd0

a
shown in figure 1.

These vectors are used for estimating the pixel position in the virtual views.
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Fig. 1. The scheme for correspondence derivation between a pair of neighboring views, using a
3D model.



4 Virtual View Generation

We extend the View Interpolation method, so that the correspondences, derived from a
3D model, can generate virtual views at arbitrary viewpoints without losing pixels even
in occlusion regions.

4.1 Review of View Interpolation

Once the correspondences between two neighboring views are derived, synthesized
views at arbitrary viewpoints between those views can be generated. We use an in-
terpolation algorithm which is based on the related concepts of “View Interpolation”
[1] and “View Morphing” [13] to generate the synthesized views. This interpolation
algorithm involves the computation of the position and the color of the pixels using the
correspondences between two images, described by the following equations.

Pi = w1P + w2P
0 ; (1)

Ii(Pi) = w1I(P ) + w2I
0(P 0) : (2)

where
w1 + w2 = 1

P andP 0 are the position of the corresponding points in the view 1 and the view 2,
respectively.I(P ) andI 0(P 0) are the color of the corresponding points in view 1 and
view 2 as well.Pi is the interpolated position andIi(Pi) is the interpolated color and
w1 andw2 (w1 + w2 = 1) are weighting factors.

4.2 Zooming

We have to account for the fact that focal lengths of various cameras may be different,
when dealing with multiple cameras for capturing real views. In this situation, if two
neighboring camera-views with different focal lengths are chosen, the object size in
the virtual views change during the movement of viewpoints. To avoid this problem, it
is necessary to add a zooming image feature to the view interpolation. We modify the
view interpolation equation as follows;

Pi = w1

�
(P �C)

fv

f
+C

�
+ w2

�
(P 0 �C0)

fv

f 0
+C0

�
; (3)

Ii (Pi) = w1I (P ) + w2I
0 (P 0) : (4)

where
w1 + w2 = 1

C andC0 are the optical centers in view 1 and view 2, respectively.f andf 0 are the
focal lengths of camera 1 (view 1) and camera 2 (view 2).fv is the focal length of
the virtual camera. With this modification, the virtual camera can zoom in and out in
accordance with the focal lengthfv. This modification makes the view interpolation
method more practical.



4.3 Viewport Transformation Using Calibration Data

Multiple cameras are usually installed facing towards the center of the object. However,
it is difficult to adjust the center of the objects to the exact optical center of each camera-
view, even for static objects. If there is an offset between the center of the objects and
the optical center in the view, the objects in the virtual view may move out of the field
of view during zooming as described in the previous section. To avoid this problem, we
transfer the viewport so that the objects can be placed at the center of the virtual view.

Since the calibration data for each camera is computed, we can define the projection
matrices using the intrinsic and extrinsic parameters for each camera. Then, if the center
of the objects in the world coordinates is defined, it can be projected onto each view
using those matrices. Comparing the position of this projected point and the optical
center in the views, the transformation value for re-centering objects in views can be
computed. Using these transformation values, the center of the objects can be shifted to
the optical center in the virtual view.

4.4 Pseudo Correspondences for Handling Occlusion

It is not unusual that the camera views have occluded regions in the scene. For instance,
if we have two cameras and a L shaped object in a scene, as shown in figure 2, a
part of the surface may be in an occlusion region for those views. If we compute the
correspondence point ofq in view 1 by using the scheme described in the section 3, it
is back-projected onto the occluded surface of the 3D model and there is no consistent
corresponding point in the view 2. For such an occluded area, we can not generate
interpolated views by the method described by equations (1) and (2).
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Fig. 2.Consistent and pseudo correspondences.

We solve this problem by introducing the concept ofPseudo Correspondences. The
pseudo correspondences can be derived from the 3D model and then applied to the view
interpolation, described by the equations (1) and (2). In figure 2, the pointq in view 1
has no corresponding point in view 2. The back-projected 3D pointQ of the 2D point
q on the occluded surface can be virtually re-projected onto the pointq0 in view 2, even
though it can not be seen from view 2. We name such correspondences“Pseudo Corre-
spondences”In addition, the pointr is back-projected onto the pointR on the surface of



the 3D model and re-projected onto the pointr0 in view 2, the same point asq0. Hence,
q0 (= r0) has both the pseudo corresponding pointq and the real corresponding pointr

in the view 1. Applying these pseudo correspondences to equation (1), the position of
the pixels in the virtual view can be interpolated. However, the color of the pixel cannot
be interpolated by equation (2) because the occluded surface cannot be seen from the
view 2. In this case, the color should be simply chosen from the colors of the point in
the neighboring two views.

To apply pseudo correspondences to view interpolation, we generate the two inter-
polated images using two directed correspondences, from view 1 to view 2 and from
view 2 to view 1, separately. This means that two interpolated images are generated
at one virtual view point. Then, the two interpolated images are blended into a single
image. This implementation is described by the following equations:

Iw (u+ w1du (u; v) ; v + w1dv (u; v)) = I (u; v) ; (5)

I 0
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0
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Both Iw(u; v) andI 0

w
(u; v) are the warped images generated by using the correspon-

dences from view 1 to view 2 and from view 2 to view 1, respectively.I(u; v) and
I 0(u; v) are the original images at the two neighboring viewpoints.d andd0 are the
disparity vectors which are computed along with the derivation of the correspondences,
described in the section 3.(uc; vc) and(u0

c
; v0

c
) are the optical centers in the view 1 and

the view 2, respectively. These equations include zooming with focal length,f , f 0, fv
as described in the section 4.2.

After the generation of the two warped images, these are blended into a single in-
terpolated image by using the following equation:

Ii (u; v) =

8<
:
w1I (u; v) if I (u; v) 6= 0 andI 0 (u; v) = 0;

w2I
0 (u; v) if I (u; v) = 0 andI 0 (u; v) 6= 0;

w1I (u; v) + w2I
0 (u; v) otherwise :

(6)

The color of the warped pixel, generated by the pseudo correspondence, is simply cho-
sen from either view 1 or view 2 like as in first two cases of this equation. Figure 3
shows the process of this view interpolation algorithm. View 1 and view 2 are the origi-
nal views taken by two cameras. Two warped images are generated using the weighting
factors,w1 = 0:6 andw2 = 0:4. Each warped image is generated by different corre-
spondence data as described above. By blending these warped images, an interpolated
view is generated. The circled areas in this figure show the occlusion regions in the
views. Using conventional view interpolation, the color in these occluded area can-
not be recovered. With pseudo correspondences, an interpolated view can be generated
without losing pixels in these regions as shown in figure 3.
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Fig. 3. View interpolation with pseudo correspondences.

5 Experimental Results

5.1 The 3D Room

In order to reconstruct 3D models of dynamic events efficiently and automatically, we
have developed a facility called “3D Room” [8], in which dynamic events can be cap-
tured by synchronized cameras and be digitized as 3D representations with time frame.
Forty nine cameras are installed at various points in the 3D room: 10 cameras on each
of the four walls and 9 cameras on the ceiling. A PC cluster system (currently 17 PCs)
can digitize all the NTSC video signals from the cameras simultaneously in real time
as uncompressed and lossless color images (YUV422) at full video rate (30 fps). Each
PC is used for the digitization of the video signals as well as image processing.

5.2 Virtual View Generation with Various Weighting Factors

Figure 4 shows example results of the appearance-based virtual view interpolation. In
this example, twelve interpolated images whose weighting factors are 0.0, 0.2, 0.8 and
1.0 are generated from the original images of the two cameras (cam #29 and cam #30)
at three different time frames (0, 50 and 100). If the weighting factor is either 0.0 or 1.0,
the quality of the interpolated images is the same as the original images of the camera
#29 or the camera #30. As a result, when we view the scene from the same viewpoint as
an original camera, we obtain the full quality image. This is one of the advantages of our
view interpolation algorithm. In most of the model based rendering methods, the texture
rendered onto the model surface is blurred by the error of the recovered 3D model, that
results in blurred virtual view images even if the virtual view point is the same as the
real camera position. Moreover, the occlusion area can be successfully interpolated in



each virtual view because of the pseudo correspondences. We have developed a GUI-
based viewer application for viewing virtual views, synthesized by using our methods.
With this viewer, users can easily specify the virtual camera position by using a mouse
and fly through a real dynamic scene.
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Fig. 4. Example results of Appearance based view generation.

5.3 Virtual View Generation from Camera-Views with Different Focal Length

Figure 5 shows another example of the appearance-based view interpolation. In this
example, the original views are taken from two cameras with different focal length. In
order to avoid changing the image size among the virtual view points, we use same
focal lengthfv of the virtual camera. Using the algorithm described in sections 4.2 and
4.3, the interpolated views are generated with same focal length and the objects in those
views are successfully centered using the camera calibration data.



View 1 View 2

position

focal length = f focal length = f'

f = f'

w1 = 0.1, w2 = 0.9 w1 = 0.9, w2 = 0.1

focal length = fv

Interpolated Views

Fig. 5. Example results of Appearance based view generation, using two cameras with different
focal length.

6 Conclusion

Our method, which we call the Appearance-Based Virtual-View Generation of dynamic
events, uses a 3D model to derive accurate correspondences between the original views.
We have definedPseudo Correspondencesin order to avoid the occlusion problems.
Since our correspondences contain geometric information, virtual views are generated
at arbitrary viewpoints without losing pixels even in occlusion regions. Virtual view
generation based on Image Based Rendering can be implemented using simple and fast
2D image processing techniques. That is, once the correspondences are derived from
the 3D model, processing time of the virtual view generation does not depend on com-
plexity of the 3D objects like the other image based rendering methods. Zooming and
centering features are also implemented by using the transformation of the disparity
vectors and the viewport. Thus the Appearance-Based Virtual-View Generation com-
bines both accuracy and flexibility in the creation of virtual worlds from real views.
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