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Abstract

In this paper we present a novel approach to volume visualization for presentation purposes that improves both the
comprehensibility and credibility of the intended visualization message. Therefore, we combine selected aspects
from storytelling as well as from interactive volume visualization to create a guided but at the same time interactive
visualization presentation approach. To ease the observer’s access to a presented visualization result we not only
communicate the result itself, but also deliver its creational process in the form of an annotated visualization
animation, which we call a visualization story. Additionally, we enable variable means of interactivity during story
playback. The story observers may just watch the presentation passively, but they are also allowed to reinvestigate
the visualization independently from story guidance, offering the ability to verify, confirm, or even disapprove the
presented visualization message. For demonstration purposes, we developed a prototype application that provides
tools to author, edit, and watch visualization stories. We demonstrate the potential of our approach on the basis of
medical visualization examples.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation;
I.3.6 [Computer Graphics]: Methodology and Techniques—Interaction techniques; I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Animation;

1. Introduction

While in the past years the focus of the visualization com-
munity was more directed to visual exploration and analysis,
growing effort is being put into visualization for presentation
purposes recently. According to Thomas and Cook [TC06],
production, presentation, and dissemination of analysis re-
sults are often the most time-consuming parts of data analy-
sis. Also the time spent on the visualization user side in-
creasingly becomes a crucial factor – in many application
domains, e.g., in medical applications or when monitoring
streaming data, it is very important that visualization users
can come to their conclusions as fast as possible, usually
very little time is available for free and long-lasting interac-
tion. As a consequence, the development of new means to
facilitate the production, dissemination, and presentation of
visualization results has to be an integral part of future re-
search in the visualization community.

† Wohlfart@VRVis.at
‡ Hauser@VRVis.at

When considering the communication of results from
data exploration/analysis through a visualization presenta-
tion, two key aspects can be identified to assure that the
presented information is well understood by the designated
audience. First, the visualization message needs to be com-
municated as clear as possible in order to make it compre-
hensible for the receiver. Due to personal, social, or cultural
contexts of the audience, this poses a non-trivial problem.
We know, e.g., that the interpretation of colors varies across
the population. Also, the more information a visualization
result actually has to communicate, the more challenging it
gets on the user side to fully understand the visualization
message. This is especially true in 3D visualization where
3D renderings easily get complex and difficult to understand
(without any interactive means, e.g., to rotate the visualiza-
tion). Second, the visualization message will be stronger if it
is reproducible by the receivers (e.g., in education). There-
fore the observer has to be given means to reinvestigate and
verify the presented visualization results. Thereby, observers
can approve the presentation, leading to more trust into the
presented visualization message.
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1.1. The Basic Idea

Based on these considerations, our approach introduces a
twofold improvement to visualization for presentation pur-
poses.

Presentation Comprehensibility. In order to improve the
comprehensibility of the presented visualization result we
not only provide the result itself. Additionally, we also con-
vey its buildup process, modeled after the paradigm of a
story. The art of storytelling has long been used by humans
to hand over information, education, and experience from
one generation to the next. The potential of stories to com-
prehensibly convey great quantities of information in rela-
tively few words is what we want to exploit in our approach.
Traditional storytelling is based upon the concept of story
plot – the general and sequential outline of the basic events
in a story. By interpreting the user interaction events of an
interactive data exploration session as the basis for such a
story plot, we arrive at a simple, understandable, but very
compelling metaphor for the generation process of a visual-
ization result–the visualization story.

Presentation Credibility. The second innovation aims on
improving the credibility of the presented visualization re-
sult. Therefore we propose a presentation scheme, which
is guided through the visualization’s generation process in
the form of a story plot, but at the same time also is sensi-
tive to user interaction. These concurrent influences on the
visualization form a seemingly paradox situation, which is
also known as the narrative paradox in the field of virtual
storytelling [Ayl99]. In the context of visualization stories,
the resolution of this paradox offers a great opportunity to
improve on the credibility of the presented visualization re-
sult. This can be achieved by either alternating or splitting
the control over the visualization between the observer and
the story plot. This means, that the visualization is either (1)
fully controlled by the story plot or the observer or (2) partly
controlled by the observer and the story plot at the same time
(so that, e.g., viewing is controlled by the observer, all other
parameters are story-controlled). Both of these semi-flexible
user interaction schemes, which we offer in our approach,
give the presentation observer the ability to leave the story
plot, reinvestigate some aspects of the dataset, and return to
the story plot afterwards. This reinvestigation by the story
consumers leads to additional insight into the data as well
as to trust into the presented visualization message, which
is significantly more difficult by only passively watching a
presentation.

Figure 1 shows still images from a visualization story ex-
ample, which is based on a CT-dataset of a human head that
has suffered a tripod fracture. According to the predefined
story plot, the observer is provided with visual guidance
through the dataset as well as with annotational information
on specific data parts of interest.

N N

Skin

Bone

(a) Overview. The story is based on data from a CT-scan of a hu-
man head (left image). Applying partial clipping to the visualiza-
tion, the two data representations contained in the presentation are
revealed, one for the skin and one for the bone (right image).

N N

Blood effusions

Strong swelling

(b) Zoom and filter. Zooming in on the right eye, a strong swelling
becomes visible (left image). Reducing the visual prominence of the
skin (contour) exposes some blood effusions in the swollen region.

N N

Tripod fracture

(c) Visualization result. For comparison to the swollen right eye,
the non-injured left eye region is presented in more detail (left im-
age). Finally, the cause of the swelling and the effusions is shown
to be a tripod fracture (right image).

Figure 1: Visualization story example. This figure shows an
example of what we understand as a visualization story. The
story plot here is based on Shneiderman’s information seek-
ing mantra [Shn96], providing an overview first, then zoom
and filter of specific objects and finally details on demand
implicitly through interactive story approval.

1.2. Related Work

Although using the metaphor of a story in a visualization
presentation context is a fairly novel approach, visualization
has been used for presentation purposes in different ways for
a long time already. The easiest (and also most unspectac-
ular) possibility to present visualization results is by using
images. But according to Gershon and Page [GP01], single
images are also susceptible to uncertainties (e.g., occlusion)
and might require some explanation or data reinvestigation
for clarification.
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In order to integrate more information into a visualiza-
tion presentation, the use of animations is a useful choice.
However, animations also have their issues. Setting up a
meaningful animation is a complicated and time-consuming
task, which is often not feasible in an application environ-
ment (e.g., medical presentations in hospitals). As a possi-
ble solution, Iserhardt-Bauer et al. [IBHE∗01] introduced an
automated web-service for standardized animation genera-
tion in the context of a specific medical application. This
client-server approach converts a provided medical dataset
(in addition to some parameters) into a complete set of stan-
dardized and reproducible animation sequences, handling
the tasks of segmentation, rendering, as well as video gener-
ation. Though this is a straightforward approach for anima-
tion generation, it is highly specialized on a specific medical
task, and leaves little room for changes through the anima-
tion’s observer as well as its creator.

Early systems for the automatic generation of anima-
tion sequences, like ESPLANADE [KF93] are based on the
hierarchical decomposition of predefined communication
goals. A downside of these systems is their inflexibility re-
garding small animation changes. More flexible approaches
use scripting to define the animation sequences. In his pa-
per [But97], Butz introduces an approach for automatic gen-
eration of 3D animations, based on a high-level script lan-
guage. This language is used to express specific commu-
nicative goals for the animation, which are translated into a
low-level animation language according to a specific gram-
mar. Another, more recent approach to script-based anima-
tion generation, that uses a simplified script-language, is
presented by Mühler et al. [MBP06]. Their high-level lan-
guage consists of a small set of high-level commands (e.g.,
the command sceneOverview gives a case dependent
overview by rotating and moving around in the scene). Addi-
tionally, lower-level commands are provided, that allow for
more control over specific parts of the visualization. Another
possibility to embed more information into the visualization
presentation is the use of textual annotations, as described
by Hartmann et al. [HPS99,HGAS05]. In addition to the ob-
vious additional textual information on the visualization, an-
notations are also useful to direct observer attention to par-
ticular areas of interest in the visualization.

An interesting approach to interactive visualization pre-
sentation is the use of Quicktime VR (QTVR) objects (e.g.,
Tiede et al. [TvSGSH02]). QTVR objects are basically a
set of images, with specific scene parameters slightly var-
ied from image to image. The images are packaged and
viewed inside a media player, mapping specific mouse inter-
actions to the scene parameters that were varied during the
pre-rendering step and therefore mimicking true interactiv-
ity. However, one important limitation of QTVR is that it is
impossible to sample the multi-dimensional parameter space
of a visualization (viewing, iso-values, lighting, etc.) finely
enough, which would be necessary for a thorough reinves-
tigation of the visualization during presentation – usually
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Figure 2: The visualization story model. This figure shows
the elements of our story model and how they relate to each
other to form a short sample story. Story nodes are connected
through story transitions. Story transitions consist of one or
multiple sequential story action groups. Story action atoms
store the atomic visualization changes.

only one or two parameters are varied. Another problem with
QTVR objects is that they require a lot of production effort,
which is not desirable in real-life applications.

Another research field related to our work is the field
of digital or virtual storytelling [Gla01, Per05]. The scope
of virtual storytelling includes interactive narrative, virtual
characters as well as drama and emotion. Therefore, we see
our work only loosely tied to virtual storytelling, since we
mainly focus on a tool to create as well as watch and interact
with stories in a visualization context.

2. Visualization Stories

What we consider to be a visualization story is a set of linked
story nodes which represent important stages (milestones) of
the visualization build-up process. Figure 2 shows the com-
position of our story model on the basis of a short story ex-
ample. The particular visualization scene, which is central
to the story node, naturally is also annotated. Several types
of annotations can be useful in this context, like feature-
specific annotations (arrows plus text) or caption-like anno-
tations (textual or verbal, which is quite common in medical
diagnosis). Figure 3 shows possible annotation styles.

The individual story nodes are connected through story
transitions, which account for the smooth visual metamor-
phosis between story nodes. Transition discontinuities as
well as abrupt visual changes during story playback can dis-
turb the observer’s mental map, resulting in an unnecessary
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Figure 3: Annotation possibilities. This figure shows anno-
tation styles available in our prototype. General text annota-
tion (bottom). Feature-specific annotation (top).

interruption of story guidance. Therefore, seamless changes,
which allow for a continuous adaptation of the mental map,
are helpful to improve story comprehension. Story transi-
tions are usually comprised of several sub-transitions (called
story action groups), which are temporarily aligned one af-
ter the other. Story action groups contain a variable num-
ber of atomic changes to the visualization (called story
action atoms), which are simultaneously executed during
story playback. Additionally, a timing parameter specifies
the playback duration for every story action group.

Story layout

Based on this simple visualization story model, several dis-
tinct story layouts can be envisioned. One useful guideline
for a story layout in general can be derived from Ben Shnei-
derman’s information seeking mantra [Shn96]. Such a visu-
alization story gives an overview at first to introduce the story
observer to the dataset (e.g., through a full rotation around
the visualization or an outside-in view with slight rotation
to improve 3D perception). Zoom and filter forms the sec-
ond step of this general story layout, guiding the observer’s
attention to specific areas of interest. Here focus+context vi-
sualization plays an important role, since it offers means for
concurrently focusing on specific details in the visualization
while at the same time retaining an overview of the rest of the
visualization to preserve the observer’s mental map [Hau05].
The third step as described by Shneiderman, details on de-
mand, is inherent in visualization stories through observer
interaction. Nevertheless, it is often very useful to explicitly
provide details on specific parts of the visualization as sug-
gested by Shneiderman. Therefore our model offers means
to integrate multiple story paths into the visualization story.

Comparative story layout. The comparison of distinct data
parts forms a visualization scheme, which is helpful in many
visualization application areas. In general, comparison is
used to show the similarities and differences between two
distinct data parts. These parts might originate from either

(1) a single quasi-symmetrical dataset (e.g., the right injured
eye vs. the left healthy eye from Figure 1) or (2) multiple
datasets (e.g., from a pre- and post-OP scenario). A compar-
ative story layout gives an overview of the original dataset
at first and then concentrates on the specific data part that
will be compared (e.g., by zoom and filter). The next step is
a blend between the first and the second dataset (which must
have been registered in advance). Finally, the specific dif-
ferences between the two compared data parts are presented
step by step.

Iterative story layout. Another story layout emerges, when
a large number of similar data features have to be pre-
sented to the observer (e.g., lymph nodes in a neck dis-
section planning [KTH∗05]). Here, every single feature is
presented by basically the same visualization changes (e.g.,
zoom in on feature→ emphasize feature → rotate → zoom
out). An iterative story layout summarizes all of these visual-
ization changes by executing the same visualization changes
for every feature (i.e., for each feature do visualization
changes).

While this consideration on story layouts is far from com-
plete, it makes clear that several visualization and presenta-
tion tasks can be simplified to specific story layouts. In our
current prototype application, stories are generated solely by
the story creator without building upon such basic story lay-
outs. While this approach gives maximum flexibility to the
creator, it also makes story generation more difficult. There-
fore, we plan to extend our prototype to support story gener-
ation based on story layouts in our future research.

3. Story Telling and Interaction

Traditional approaches to visual presentation, which rely on
images or animations, suffer from two major drawbacks.
These are (i) the difficulty to recognize the exact spatial po-
sitions of and the relations between the visualized objects
and (ii) possible occlusions of relevant parts. The integra-
tion of interactive elements into visualization presentation
can solve these issues by providing means to reinvestigate
the visualization interactively during presentation, leading
to a better understanding of size, shape and positions of the
visualization objects. It is one central experience from our
work with volume visualization users that the ability to in-
teractively adapt the viewing parameters (e.g., by rotating
a visualization slightly to the left and the right) greatly im-
proves the 3D perception of the visualization result. In order
to provide these opportunities to visualization users, special
care has to be taken to avoid specific problems of interactiv-
ity in a presentation context. Interactive exploration always
exposes its users to the risk of losing sight of specific objects
or orientation as a whole, due to either a lack of user expe-
rience or insufficient interaction techniques, as described by
Bade et al. [BRP05]. To avoid these pitfalls, our approach
provides interaction schemes, which distribute visualization
control between the storytelling application and its user sim-
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ilar to the multiple levels of control proposed by Zeltzer et
al. [Zel91]. The possible interaction schemes, which mark
the key component of our approach, result from a blending
between total story guidance and free user interaction. Four
different kinds of story consumption are considered.

• Passive story consumption. Totally guided, similar to ani-
mation

• Story playback with interactive approval. Interactive ex-
cursions from the story for deep insight

• Semi-interactive story playback. Interaction simultaneous
to guidance, extent of guidance determined by user

• Total separation from story. Exiting the story to totally
free and interactive data exploration/analysis

While the main focus of visualization presentation through
stories is directed to the blended interaction schemes, the
traditional non-interactive or non-guided ones are still pos-
sible and useful. Figure 4 shows instances of the differ-
ent interaction schemes as paths through the story traver-
sal/story distance domain of a short story example. The de-
fault way of consuming a story is comparable to watching
a non-interactive visualization animation (yellow path). The
visual presentation traverses through the story plot, provid-
ing smooth animations during transitions. In story nodes, the
traversal comes to a halt, giving the audience the chance to
visually adapt to the visualization and conceive the presented
visual and textual information. All visualization parameters
are controlled by the story plot. For the interactive explo-
ration of the story visualization, we provide means to (partly
or fully) decouple from the predefined story path. Therefore,
we at first categorize all possible visualization interactions
according to their impact on the visualization scene.

• Viewing interaction. This category encompasses interac-
tions which affect global visualization and viewing para-
meters. This means in particular, that interactions of this
category do not influence what parts of the data are shown
or how they are represented. The most important use of
this interaction category obviously is to look at the 3D
visualization from different sides (possibly under varying
lighting conditions).

• Representation interaction. Interactions regarding the rep-
resentation parameters of specific data parts form the sec-
ond interaction category. Whereas the visualization ques-
tion of what data parts to display is still not influenced,
we here allow alterations of the way these data parts are
visually represented (e.g., the users would alter the opac-
ity of a visualization object to peer inside or change the
visualization style for a particular object to improve on
occlusion issues in the visualization).

• Content interaction. The third category, that brings the
story consumer farthest away from the story path, sub-
sumes interactions affecting the data parts themselves.
This category contains, e.g., an iso-value change of a sur-
face representation or the addition of a new object in the
visualization which originally was not part of the visual-
ization story.
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Figure 4: Storytelling and interaction This figure shows in-
stances of the possible interaction schemes. Non-interactive
story consumption (yellow). Story playback with interactive
approval during a halt at a story node affecting representa-
tion parameters (red). Interactive visualization during story
playback affecting viewing only (green). Total uncoupling
from story guidance (blue).

By assigning the control over these categories (and their re-
spective interactions) to either the story or the observer a
blending between story guidance and interactive exploration
can be achieved.

As soon as some part of the story especially attracts the at-
tention of the story observers (through, e.g., interest or disbe-
lief), they are able to pause playback and explore the current
visualization interactively. Depending on the type of interac-
tions performed by the observers, the according interaction
categories are decoupled from the story path and control over
them is assigned to the observers. After finishing the interac-
tive investigation, all interaction categories are recoupled to
the story path again, bringing the visualization state back to
the point where the story decoupling took place. We call this
particular form of interaction story playback with interactive
approval (red path). After decoupling from the story path
and interactively reinvestigating the visualization, the ob-
servers are not forced to (fully) return to the starting point of
their investigation. By restarting story playback while some
interaction categories are still controlled by the story ob-
servers, only story actions concerning story-controlled inter-
action categories are executed during playback. Thus, story
playback is directly combined with interactivity, resulting,
e.g., in the playback of a story with user controlled viewing
parameters. We call this particular form of interaction semi-
interactive story playback (green path). As a consequence of
letting the story consumer leave the story path to a certain
extent, a total disconnection from story guidance is possible.
Thus, the users are allowed to alter the scene in any possible
way, turning the storytelling application into an interactive
exploration/analysis tool (blue path).
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Figure 5: Interactive story authoring. This figure shows,
how interactive story authoring works. The user navigates to
a position in the story (1). The visualization is changed ac-
cordingly (2). The user changes the viewing angle (3). User
interaction is recorded and incorporated into the story as a
new story action group (4).

4. Story Authoring and Representation

While improvements to visualization presentation make up
one important challenge for future research in visualiza-
tion, another one is the integration of interactive visualiza-
tion and the production of analysis results. According to
Thomas [TC06], production is the creation of materials to
summarize the results of an analytical effort. In order to re-
duce the time required to prepare analysis results for presen-
tation as visualization stories, we present a technique that
provides means to generate stories in the first place, as well
as refine and edit already existing stories.

Story generation. As already stated, visualization stories
represent the creational process of a visualization result. In
order to collect this information during interactive data ex-
ploration/analysis, we propose an approach that records all
user interactions into a sequential user interaction path, pro-
ducing a first draft version of the desired story. This record-
ing process starts like any interactive visualization method
with the creation and interactive adjustment of one or mul-
tiple data representations. As soon as an interesting visual-
ization is achieved, the story author enables story recording,
resulting in the addition of the current visualization state to
the (previously) empty story. From this point on, all user in-
teractions are inserted into the story serially as story action
atoms encapsulated into story action groups. An illustration
of this recording process is shown in Figure 5.

Story editing. While story authors are allowed to produce
large serial sequences of recorded interactions, they are not
forced to record the whole story in one coherent recording
step. When a first story draft has been recorded, the author
might want to have a look at the recorded sequence. There-
fore, navigational controls similar to a standard media player
are provided. If desired, additional recordings can be made,

which are incorporated into the story in a way that depends
on the current story traversal position. If the current position
is a story action group (belonging to a story transition), the
recorded interaction is inserted at this location. If the cur-
rent traversal position is a story node, a new story transition
(containing the recorded interaction) is appended to the story
node, resulting in a story branch.

In addition to images and animations, telling visualiza-
tion stories also relies on additional textual information. In
the story editing step, we provide two distinct ways to enrich
specific story elements (i.e., story nodes or transitions) with
text. On the one hand, general story text can be overlaid to
provide the basic story content. On the other hand, specific
parts of interest in the visualization can be annotated through
labels. While other approaches to labeling try to extract op-
timal label placements from the data [AHS05], our approach
is based on an interactive labeling scheme. Therefore, labels
do not rely on pre-segmented data (i.e., an arbitrary number
of labels can be added to the visualization), but are still an-
chored in 3D space. This is achieved by a special on-view
mouse interaction. A first mouse-click shoots a picking ray
into the scene delivering the 3D position of the label as the
first intersection between any scene object and the picking
ray. The following mouse-drag determines the size of the an-
notation marker (e.g., a circle). Finally, a second click spec-
ifies the relative 2D screen position of the label’s text, which
remains unchanged during story playback.

When authoring a story, all visualization interactions are
serially integrated into the story as story action atoms con-
tained in story action groups. In order to parallelize some
atomic scene changes, story action groups can be merged
together. This is achieved by joining all story action atoms
(i.e., atomic visualization changes) from two successive
story action groups into one single group. The resulting ani-
mations are not only nice to look at, but also reduce overall
playback time.

5. Implementation

In order to demonstrate the potential of our visualization
story approach, we implemented a prototype application
based on the Real-Time Volume Rendering Java Library
(RTVR) [MH01]. The main parts of the implementation
process were directed to improvements of the underlying
RTVR renderer, the implementation of the story model, as
well as the integration of story actions and user interactions.
Figure 6 shows the basic layout of the application’s UI and
describes its most important parts.

For the purposes of storing and distributing visualization
stories, we developed an XML scheme, that resembles the
story model defined in Section 2. It is designed in a way
that the general visualization story outline is kept as appli-
cation independent as possible. Additionally, individual ap-
plications are allowed to also incorporate more application-
specific visualization changes into the story description.

c© The Eurographics Association 2007.
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Figure 6: The storytelling prototype application The scene
tree view is used to import data, derive data subsets and cre-
ate visual data representations (1). Below are the parameter
controls for the active data representation (2). The naviga-
tional controls influence story playback as well as story cou-
pling (3). The story tree view shows the atomic visualization
changes at the current story position (4). The story outline
view gives an overview of the story plot (5).

6. Sample Story and Applications

In Figure 7 we present a sample visualization story based
on a CT-dataset from a human pelvis. The underlying visu-
alization consists of 4 elements, representing the skin, the
thigh bones, the pelvic bone and the arteries in the region.
The goal of this story is to (1) guide the observers through
the visualization (2) put the contained visual representations
into context to each other and finally (3) introduce them to an
important feature in the data, a partly stenosis of the artery
iliaca externa on the left side.

Since the production, presentation, and dissemination of
results is of particular interest for visualization in general,
application areas for our approach are widespread. Although
in this paper, we mainly focus on the medical domain (i.e.,
medical diagnosis, presentation and education), an applica-
tion of our approach is thinkable in many other areas (e.g.,
presentation of flow visualization data, drilling for oil). In
general, visualization stories are useful wherever analysis re-
sults are gathered through visualization and need to be fur-
ther distributed.

For additional story examples as well as further
information on the visualization story project, see
http://www.VRVis.at/vis/research/vis-stories/.

7. Conclusions and Future Work

In this paper, we introduced a new method for visualization
presentation, which was inspired by the research fields of
volume visualization and virtual storytelling. This new ap-
proach proposes the integration of storytelling into visual-
ization for presentation purposes. Therefore a separation into

(a) Overview. The story is based on a CT-dataset of a human pelvis
(left). Reducing the visual prominence of the skin (contour) reveals
the bones and parts of the gastro-intestinal tract (right).

(b) Interactive approval. To better conceive the spatial relation
between the visualization objects, the observer leaves the story
path to interactively adjust the viewpoint (left). After returning to
the story, the main blood vessels become visible (right).

(c) Zoom and filter. Animation to the back and the side makes the
relative spatial positions of bones and arteries clearer.

(d) Visualization result. A zoom animation guides observer atten-
tion to a specific point in the visualization, showing an anomaly.
The narrowed width of the visible artery indicates a stenosis.

Figure 7: Visualization story example. A sample visualiza-
tion story from our application prototype, based on a human
pelvis CT-dataset.

a story authoring and a story telling step is necessary. In the
story authoring step, users can explore a dataset, extract in-
teresting information and arrange it in the form of a story. In
the story telling step the users watch the story passively but
are also allowed to interact with the story to a certain degree.
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The application of our new data presentation approach
leads to better understanding of the underlying data as well
as information. The possibility of interaction, the ability to
look at things from different angles and the feeling to still
have some control over what is happening could pose a sig-
nificant improvement to data presentation. Nevertheless, a
user study is needed to shed more light on the possible im-
provements to presentation comprehensibility and credibil-
ity that visualization stories offer, and should therefore be
conducted in the future. Additionally, we want to improve
our prototype application for visualization stories by several
means. Due to the fact that RTVR offers the possibility of
web-based interactive volume visualization, an extension of
our visualization stories approach to tell stories over the In-
ternet is planned. Another web-based improvement would
be the export of a visualization story as a webpage, featuring
images of the visualized scene in the story nodes as well as
the annotational information. A further extension would be
the integration of verbal annotations into the prototype appli-
cation. While textual annotations have already been imple-
mented, verbal annotations, which are quite common e.g., in
medical diagnosis, would improve on the applicability of our
application.
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