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Abstract
This paper presents a method to automate rendering parameter selection, simplifying tedious user interaction
and improving the usability of visualization systems. Our approach acquires regions-of-interest for a dataset with
an eye tracker and simple user interaction. Based on this importance information, we then automatically com-
pute reasonable rendering parameters using a set of heuristic rules adapted from visualization experience and
psychophysics experiments. While the parameter selections for a specific visualization task are subjective, our
approach provides good starting results that can be refined by the user. Our system improves the interactivity
of a visualization system by significantly reducing the necessary parameter selection and providing good initial
rendering parameters for newly acquired datasets of similar types.

Categories and Subject Descriptors (according to ACM CCS): I.3.6 [Computer Graphics]: Interaction Techniques;
I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism

1. Introduction

To create a meaningful and aesthetically pleasing computer
visualization, substantial user effort is usually involved to
manually adjust the rendering parameters. For most volume
rendering approaches, the users are required to put a vol-
ume in a suitable location in space and choose their pre-
ferred viewing directions. Different rendering approaches
may have their special parameters, such as color and opacity
transfer functions for direct volume renderings, and the en-
hancement degrees for illustrative visualizations. Although
the free selection of these parameters provides a flexible
environment for generating various results, it also requires
a significant amount of work and some knowledge of the
rendering algorithms in order to obtain a satisfying result.
Therefore, suitable automation of the rendering settings and
parameters can simplify some of the tedious user interaction
and improve the usability of a visualization system.

Artistic and scientific illustrations have already shown
their expressiveness in representing their subjects and they
are widely used in science and engineering. Illustrators usu-
ally follow certain methodologies and procedures to effec-
tively convey the important aspects of the subjects. One as-
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pect of image quality is composition, which usually empha-
sizes the focal points and achieves a coherent image struc-
ture. While the aesthetic properties of an image are sub-
jective, some heuristics used by artists to create images are
shared by general illustrative works and can be used as gen-
eral guidelines for the selection of rendering parameters.

Because of the subjective nature of judging image qual-
ity, these composition rules have limited application in com-
puter graphics. Successful examples include the automatic
selection of camera settings for animation generation and
the automated parameterization of motion. Complex appli-
cation environments can also increase the difficulty of using
composition rules.

However, several characteristics of volume rendering
make automatic volume composition possible, such as fixed
object shapes and positions (except for volume deforma-
tion). Therefore, we can treat volume composition as a prob-
lem with a set of fixed objects with constant positions and
sizes and generate automatic settings.

While some volume features can be extracted through im-
age processing and statistical approaches, determining the
regions-of-interest is a subjective issue. Some features may
be interesting to most people, while the regions-of-interest
for other subjects can be very different. For example, given
an image of a human hand, a physician might focus on the
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joints of the wrist, while general viewers might be interested
in the bone structure. To account for these discrepancies, our
system utilizes an eye tracker, which uses a camera to focus
on one eye and record the eye movements as the user ob-
serves the volume. This data is then processed to discern the
regions-of-interest for a particular user. The information of
these regions are used as input for generating a good com-
position for volume rendering. Once a good composition is
chosen, system parameters are automatically chosen to gen-
erate the initial rendering. This approach gives users the flex-
ibility to adjust the parameters to their liking, while quickly
providing a reasonable quality image.

In the following sections, we first summarize related
work on importance-based rendering, composition, and eye
tracker studies. In Section 3, we describe the procedure for
gathering importance information from a user with an eye
tracker. This importance information is processed (Section
4) according to eye movement behaviors and is used to gen-
erate a plausible general volume visualization automatically
by summarizing a set of heuristic composition rules (Section
5). Finally, we discuss our results and propose future work.

2. Related Work

2.1. Importance-based Rendering

Illustrative renderings can be more expressive than pho-
tographs because of their ability to emphasize important ob-
jects and simplify irrelevant details. The important objects
are given different meanings under different contexts, such
as calculated salience or user-specified importance informa-
tion. In computer graphics and visualization, there are sev-
eral research topics that are closely related to this control
of the level of detail. First, importance-driven approaches
render objects at different levels according to their impor-
tance information, such as an intent-based system using rule-
based methods by Seligman and Feiner [SF91]. Similarly,
focus+context visualization renders objects in focus with
more obvious styles. For example, Helbing et al. [HHS98]
used emphasized rendering to communicate relevance and
guide user focus. Second, cut-away views can also be in-
cluded as one approach to emphasize important objects
through cutting away or distorting the less important ob-
jects on the front. Third, stylization and abstraction topics
emphasize important features or salience for both images
and 3D objects. Hamel and Strothotte [HS99] used templates
to describe and transfer rendering styles. DeCarlo and San-
tella [DS02] used eye tracking data to stylize and abstract
photographs with highlighted interested regions. They fur-
ther validated their approach through user studies [SD04].
Fourth, design principles have also been explored for creat-
ing effective assembly instructions based on cognitive psy-
chology research.

2.2. Composition

While composition is not a popular topic, many methods
have been developed to reduce user interaction for select-
ing rendering parameters. Mackinlay [Mac86] automated
graphical presentation creation and evaluation. Beshers and
Feiner [BF93] designed rule-based visualization principles
from multiple characteristics. Rist et al. [RKSZ94] argued
that semi-automation was a reasonable compromise for
computer-generated illustrations and it could release users
from routine subtasks. Bergman et al. [BRT95] guided the
user’s selection of colormaps interactively for various visual-
ization tasks. Gooch et al. [GRMS01] presented an overview
of compositional principles and an approach to find a good
composition for 3D objects. Kowalski et al. [KHRO01]
guided the rendering parameter selections based on compo-
sitional needs for animation.

2.3. Eye Tracker Studies

To acquire user-interest information, eye tracking has
been one popular approach in computer graphics, human-
computer interaction, and psychology. According to the ap-
plication type, we roughly divide the related work into two
groups. The first group focuses on using eye gaze informa-
tion to improve the performance of various systems, such as
volume acceleration following the users’ gaze by Levoy et
al. [LW90]. In human-computer interaction, eye-based in-
teraction has been applied to design gaze-controlled nav-
igator and replace keyboard and mouse. It has also been
used to improve the rendering speed in simulating realistic
collision [OD01] and natural eye contact between users in
video conference [JD02]. The second group of approaches
focus on using the eye-gaze information to improve the un-
derstanding of knowledge. The research in psychology has
shown that eye movement patterns during complex scene
perception are related to the information in the scene as
well as the cognitive processing of the scene [Ray04]. For
example, eye tracking data can be used to extract visual
features from 2D/3D figures [CDHY04]. Comparing eye
movement strategies can provide further information for pro-
fessional education training [LAKL04] and 2D/3D display
analysis [TAK∗05].

3. Acquisition of Importance Information

In visualization, a common technique for acquiring impor-
tance information is through the adjustment of transfer func-
tions [BS05, TFTN05]. Although transfer functions have
been shown to be powerful visualization tools, they are not
intuitive for general users who are not familiar with visu-
alization techniques. We treat “volume composition" as a
problem for both scientific experts and general users, and
our approach is to use an eye tracker as a convenient tool to
determine the regions-of-interest of the user. The user only
needs to look at their volumetric regions of interest on the
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screen, and we will automatically record their eye move-
ments during this time period. In the remainder of this sec-
tion, we first briefly discuss eye movement theory to show
the foundation of 3D volume composition based on eye
tracking devices; then, we describe our designed procedure
of gathering importance information using an eye tracker.

It is known that human eyes seldom perform wasted mo-
tions and typically eye movements focus near the best place
to gather the desired visual information [Red01]. Therefore,
one can determine what regions of an object a user is in-
terested in by analyzing their eye movements. The anal-
ysis of eye movements has been mainly applied for 2D
or 2D-oriented applications, such as improving rendering
speed [LW90,OD01,ODH03] and abstracting data informa-
tion [DS02]. There are two types of basic eye movements:
fixation and saccade. A fixation occurs when eye movements
stop and focus on a particular object, indicating informa-
tive locations and the ongoing information processing by the
user [Ray04]. A saccade is a rapid intermittent eye move-
ment that occurs when either the eyes fix on one point after
another or for the purpose of lubrication. Therefore, fixa-
tions are the main sources to indicate the viewer’s regions-
of-interest. When the eye data is grouped spatially and tem-
porally, we can calculate a list of sequential fixations and
their lengths are related to the degrees of user interest in the
processed information. Because of the usage of fixations, we
can gather information for a 3D volume based on users’ eye
movements and ensure that they can be used to acquire the
importance information for the volume composition.

To collect the importance information, we designed a sim-
ple procedure for general users. Different from most 2D
and 2D-oriented research with eye tracker, our objective is
to gather the information for the 3D voxels of a volume.
Since eye tracking data are 2D points on the image plane,
we need additional information to reconstruct the 3D posi-
tions of the focal points. Our approach is to let users look at a
constantly rotating volume while we gather their eye move-
ment data. With the rotation information, we can locate the
3D regions of interest from multiple consecutive eye data if
the user keeps looking at the same position. As discussed
in the foundation of eye movements in 3D space, fixations
are the sources for us to locate users’ region-of-interest and
fixations usually take a significantly longer time than sac-
cades; therefore, we can gather the importance information
with rotating volumes. The rotation pace is set as 10 seconds
per 360 degrees, which is slow enough for a user to observe
details and fast enough to avoid wandering and boredom.
The rotation direction can be interactively adjusted by users,
while their eye data during this period are discarded since
the eye movements may involve other factors from the inter-
action. This procedure ends when users feel that they have
already explored the volume contents.

To measure the amount of importance from the eye track-
ing data, we use the concept of visual acuity, which measures

the smallest detail that an observer can resolve under ideal
conditions. Reddy [Red01] summarized the measure mod-
els from vision literature into a single equation for visual
acuity H(v,e) from contrast sensitivity G(v) and sensitivity
drop-off M(e) giving a velocity v deg/s and peripheral ex-
tent e deg, as shown in Equation 1. It shows that the highest
sensitivity is located centrally in the fovea and varies across
the retina. We use H(v,e) as the weight of observed infor-
mation/importance for the collected eye data, where v is the
volume rotating speed on the image plane and e is measured
from the distance between the user to the screen and the pixel
position to the screen center.

G(v) =




60.0,v ≤ 0.825deg/s
57.69−27.78log10 (v),0.825 < v ≤ 118.3deg/s
0.1,v > 118.3deg/s

M(e) =
{

1.0,e ≤ 5.79deg
7.49/(0.3e+1)2,e > 5.79deg

H(v,e) = G(v)M(e) (1)

Another challenge with 3D volumes is that all the infor-
mation from a volume cannot be shown to a user at one time
as with 2D images. To help general users to explore the vol-
ume contents and features, we use a standard volume ren-
dering approach: semi-transparent isosurfaces. With the vol-
ume rotating, the subjects can simply change the normalized
isosurface values from 0 to 1. This allows the subjects to ex-
plore most of their interest regions in the volume. Extremely
complex situations, such as nested isosurfaces, can be mod-
ified by adding an arbitrary clipping plane. The window for
adjusting the isosurface value is independent of the render-
ing window. The eye tracker returns 0 when the subjects look
outside the rendering window; therefore, the eye movements
for adjusting the isosurface value do not affect the gathered
importance information. Figure 1 shows the recorded eye
gaze positions when a user traversed the isosurfaces of a hu-
man hand dataset.

4. Processing of Importance Information

The eye tracking data collected during the acquisition phase
are a list of 2D eye movement points on the image plane and
their corresponding volume rotation matrices. With these
two, we can generate importance maps for both volume
space and data space. These importance maps indicate the
user’s interest degrees (importance values) and are used in
the automatic composition phase in Section 5. Next, we dis-
cuss the reconstruction and clustering processes for generat-
ing importance maps from eye tracking data.

4.1. Reconstruction of the visiting volume

We first construct an “eye visiting volume" with the corre-
sponding eye movements and volume rotation matrices. An
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Figure 1: A sequence of eye movement during the volume rotation and isovalue changing. The red point indicates the position
of the eye gaze.

eye tracker collects 2D eye movements at a fixed rate (such
as 60 data points per second) during the indicated time pe-
riod. Since our eye tracking data is acquired on a separate
machine, we place a time stamp at the start of each render-
ing frame. This way, we can clearly link the volume rotations
to the eye movements by setting each volume rotation ma-
trix to all the eye movements within the corresponding time
range.

As discussed in the previous section, only the fixations
of eye movements will be used to calculate the regions-of-
interest. Therefore, we remove the eye data that moves faster
than normal fixation speed, which indicates a saccade. As
Ohshima et al. [OYT96] suspend rendering when the eye
moves faster than 180 deg/s, we use this value as the eye
velocity threshold to distinguish between fixations and sac-
cades.

Each 2D eye point on the image plane, given its corre-
sponding volume rotation matrix, represents a line passing
through the volume. Since the eye observance is located on
the image plane, we let all the voxels with the same projec-
tion locations to share the same visual acuity. Therefore, the
same importance weight is used for all the voxels regardless
of their depth. With the 2D visual acuity model, each eye
point represents information received from a sub-volume,
which is composed by all the voxels that are projected within
the positive weight area on the image plane. Depending on
the projection options, this sub-volume is a cylinder for or-
thogonal views since the depth does not affect the projection
positions. For projective views, the radius of the sub-region
becomes larger with the depth goes further. Different pro-
jection sub-volume shapes are used for the corresponding
rendering setting.

When viewing a volume, a user is usually interested in
a focal point in the space instead of the whole sub-volume.
Since a single eye movement on the projection plane can-
not suggest any depth information, we use two consecutive
eye points to locate the focal point. One issue arising during
this process is that the constructed visiting volume will be
affected by the time a user spends on the fixation. Due to
this, the shape of a focal point varies from a thin line to a
sphere. Since the importance degree of a focal point is indi-
cated by the fixation period instead of the viewing angle, we
change the 2D visual acuity model into a 3D model by as-
signing the same weight to all the voxels with equal distance
to the center. The model center is set as the intersection point

between two consecutive eye points. Instead of providing a
visual acuity model for 3D space, we use this 3D model to
remove the artifacts in the importance map from its collected
viewing angles.

The process of reconstruction starts from the second eye
data point. For each eye point, we test the velocity require-
ment, calculate the location of the focal point using the pre-
vious eye point, and add the weights from the 3D visual acu-
ity model to the visiting volume. After we generate the visit-
ing volume, the regions with larger values indicate higher
interest or importance to the user. We then normalize the
generated visiting volume for the clustering part.

4.2. Clustering of the visiting volume

Since fixations indicate regions-of-interest or portions that
are complex to understand, the position of a fixation does not
necessarily correspond to a particular object. Instead, human
eyes often choose several suitable locations to observe their
focal point. Therefore, to combine the close fixations that
correspond to the same region-of-interest, we need a clus-
tering algorithm to group together the focal points from the
visiting volume.

Here, a list of 3D points is generated from the normalized
visiting volume with a scale function and used as the input
of the clustering algorithms. The problem for such a clus-
tering task is that we do not know the number of clusters
ahead of time. This restricts us from using standard clus-
tering algorithms, such as K-means. The mean shift algo-
rithm [CM02, GSM03], based on the gradient direction, has
been shown to be a flexible and robust clustering algorithm.
It can be used without the knowledge of the cluster number
and cluster shape. Therefore, we adopted the mean shift pro-
cedure to produce the modes (cluster centers) and the cluster
index for each input point. Later, we merge the clusters if
their center distance is within the eye tracker accuracy range.
Small clusters are also discarded since they are not the main
focus of the volume.

Next, each point cluster set is used to calculate the corre-
lation matrix based on the statistical model. The valid win-
dow size is located by including at least 90% of the points in
this cluster. The cluster results are used to generate the im-
portance map for the volume, which will be further used to
determine the rendering parameters.
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4.3. Clustering of data ranges

Besides clustering in the volume, we also collect the impor-
tance map in the data space. The focal points in the data
space indicate the data ranges of interest to the users. This
information can be used to detect the data features in a vol-
ume through eye movements, and the collected data ranges
are then used to design the rendering parameters.

The importance map for the volume is mapped onto the
transfer function to generate the initial visiting map. We use
a standard scalar value and gradient magnitude transfer func-
tion [Lev89, KD98]. Then, in the same sequence of generat-
ing 3D focal clusters, the initial visiting map is used to gen-
erate 2D points and produces a set of clusters using the mean
shift algorithm.

For segmented volumes, we use the importance map to hit
on the objects in the volume. The hitting numbers are nor-
malized as the object importance values. We intend to fur-
ther emphasize the portions which are not in the regions-of-
interest, but share some common features with them. For un-
segmented volumes, we can use the data clusters to segment
the volume automatically by re-visiting the volumes from
the transfer functions. Therefore, we can treat segmented and
un-segmented datasets as volumes that are composed of sev-
eral stable objects, and process them in the same way in the
following section.

5. Automatic Rendering Settings

Volume rendering approaches usually require a user to man-
ually adjust the rendering parameters. A good visualization
often captures object features and emphasizes interest re-
gions in a manner that is not only scientifically accurate but
also visually pleasing to the eye. Based on the importance
map acquired from the previous sections, we can automati-
cally compose a computer-generated visualization with em-
phasized important regions. Here we will only concentrate
on several necessary rendering parameters for general vol-
ume visualization approaches. From the previous two sec-
tions, we have prepared the following data to use in the au-
tomation process:

• Iv(): the importance value for each voxel (Section 4.2)
• ID(): object ID for each voxel (Section 4.3)
• Io(): the importance value for each object (Section 4.3)

5.1. View direction

Psychologists and vision researchers use “canonical view"
to refer to the viewpoint that is preferred by most view-
ers [BTB99]. The study of canonical view searches for the
factors that can affect our perception and understanding by
observing the consistency across subjects, instead of locat-
ing a unique best view for certain typed objects. There are
consistent heuristics for choosing view directions from both
artists and psychology results, such as to pick an off-axis

view from a natural eye height. Most of them match our cri-
teria of a good visualization image. Therefore, we can use
the common factors of a canonical view to guide our auto-
matic viewpoint selection.

Canonical views have been studied for face recog-
nition [LR01], procedural graphics [KSR03], 3D mod-
els [DAS04], and animation generation [KPC93, wHCS96].
Gooch et al. [GRMS01] chose initial viewpoint according to
the proportions of the projection areas and perturbed view-
ing parameters guided by heuristic rules for layout. Vázquez
et al. [VFSH01] used viewpoint entropy to compute good
viewing positions and select good views for scene under-
standing for polygon models. Bordolai and Shen [BS05]
extended this work to select good viewpoints by measur-
ing transfer function, data distribution, and voxel visibility.
Takahashi et al. [TFTN05] also extended viewpoint entropy
to select optimal viewpoint for isosurface renderings. Most
work measured the “goodness” of a view direction in a cer-
tain way, such as designing objective functions or user ex-
periments. For a volume, since we don’t have any specific
information about the geometry shapes of the objects in the
volume, the viewpoint selection becomes more challenging.
The major difference of this paper from the related work is
that we treat parameter selections as a more subjective is-
sue and we use an eye tracker to acquire this information
from a user, which is more intuitive than adjusting transfer
functions and does not require the knowledge of volume ren-
dering.

Here we briefly list the factors for viewpoint selections,
and describe our interpretation. We remove the factors that
are related to experiences, since these are impossible to
quantize without understanding the dataset content.

Salience: A view that shows the salience and significance
of features is preferred by most observers. For volume data,
we use several standard values to represent the data features,
including the gradient magnitude G, curvature magnitude C,
and an edge detection value E. The salience of a voxel is
represented as a weighted sum of all the feature factors.

Occlusion: Occlusion is used to avoid too many crucial
features overlapping with each other. A visualization result
is always rendered in a view direction from which the infor-
mation is sufficient or clear for object recognition except for
special purposes. Since volume visualization can show the
inside information as well as surfaces, occlusion is a very
important factor to evaluate good view directions. We mea-
sure the occlusion by projecting voxels onto the image plane
and a good view direction should include fewer overlapping
voxels that have high salience or importance values.

Stability: A view from which small rotations will not pro-
duce significant changes is preferred to avoid ambiguities.
Stability is also related to the occlusion factor, since there
would be no stability problem if any two objects/saliences
are not overlapping on the image plane. We measure the vari-
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ance of a view direction within a small region as the stability
factor.

Familiarity: The views that are encountered most fre-
quently or during initial learning are preferred because of
object representations and the strategies applied for recogni-
tion. We match the familiarity by presenting the user-interest
objects closer to the eye position. For instance, when look-
ing at a volume, an observer is usually interested in the facial
portion of a head, or the bones of a foot.

Combining these four factors, we calculate the weight
W () of each voxel with salience, importance, and the nor-
malized distance to the eye point, as shown in Equation 2.
We use equal weights since all the values are normalized.

W (x) = ws ∗
Salience︷ ︸︸ ︷

(G+C +E)∗Io(x)+wi ∗ Iv(x) (2)

+

Familiarity︷ ︸︸ ︷
wd ∗ Iv(x)∗ (1−Distance(x))

Similar to the splatting algorithm [ZPvBG01], each voxel
throws its weight on the image plane. A buffer that has the
same size of the image plane is initialized with 1. To avoid
the handling of the voxel sequences, we multiply the weight
of the voxel with the value in the buffer.

O(v) =

Occlusion︷ ︸︸ ︷
∑

p∈Imageplane
∏

x∈Volume
(1.0+W (x)) (3)

The “goodness” function of a view direction is calculated as
the negative of the sum of all the items in the buffer and the
variances.

Good(v) = −(O(v)+

Stability︷ ︸︸ ︷
Variance(O(v))) (4)

To find a minimum value of such an implicit function, we
use an optimization process which only requires the function
values instead of the derivatives of the objective function.
Gooch et al. [GRMS01] use the downhill simplex method,
which is well behaved for the problem with a small com-
putational burden. Since our design of the objective func-
tion involves more calculations, we adapt the direction set
method for faster processing [PFTV92]. We divide the view
space into a set of samples by tessellating a sphere. Then we
choose the initial view direction with the minimum “good-
ness” value from the sample set. Finally, a minimum view
is searched within the divided range, that is a much smaller
space than the whole view space. This process is guaranteed
to find a local minimum value that is good enough for a plau-
sible answer. By increasing the initial view sampler set, we
can find a near global minimum result.

5.2. Volume center position

After determining the view direction, we need to locate the
volume in space. Artistic illustrations often achieve a bal-

anced structure, attract viewer’s attention, and avoid equal
divisions of an image; while most visualization systems have
fixed rendering window size and always put the volume at
the center of the screen. For a practical visualization ap-
proach, we keep the fixed rendering window size and put the
volume at the center, so that we do not need to constantly
change the volume center position to fit all the objects inside
the screen when rotating the volume.

We use the golden ratio (1:1.63) as the ratio of the object
size to the rendering window, since it is shown to be more
appealing than others [Liv02]. We calculate the bounding
box of the important clusters on the image plane. The vol-
ume center is located by setting the ratio of the bounding
box size and the image plane as the golden ratio.

5.3. Rendering degrees

We use rendering degree to refer to the parameters related
to the level of detail or opacities. Intuitively, a more impor-
tant object will be rendered with more details and a higher
opacity value. If we use the object importance values to as-
sign the rendering degrees directly, one problem arises when
there are objects overlapping with each other. The most im-
portant object will occlude all the objects behind it and the
less important object may occlude part of the more impor-
tant objects. Therefore, we use the overlapping relationships
and the importance map to determine the rendering degrees.

Our two basic rules are based on the overlapping relations.
If there is no overlapping regions, the object will be rendered
at the highest degree. When two objects overlap in the im-
age plane, the object at the back is rendered with a degree as
high as possible; while the front object is rendered at a suit-
able degree to show part of the back object, no matter how
important it is [Dow87].

Initially, the rendering degree D() of all the objects is set
to be 1. Then we traverse the objects with positive impor-
tance values in a decreasing order. For each object, we up-
date the degree of the objects in front of it using the overlap-
ping area proportion and their importance values. Assuming
object A is in front of object B, we update the degree of A
only if Io(A) is smaller than Io(B). The overlapping ratio of
A on B, Ov(A,B), is used to decide the weight of the updat-
ing function:

D(A) = Ov(A,B)∗ f (Io(A), Io(B))+(1−Ov(A,B))∗D(A)

where f (x,y) = 0, x ≤ y; x−y
y , x > y. (5)

The calculated rendering degree can be used to deter-
mine the rendering parameters directly for some algorithms.
For example, the degree can be used to calculate the opac-
ity values for the transfer functions. We set the opacities
with Opacity(x) = 0.1 + 0.7 ∗ D(x) so that all objects are
not totally transparent and we always show the volume in-
side. For the silhouette effect of NPR, the silhouette power
in Opacity(x) = ( �Gradient · �View)Sp(x) is set as Sp(x) =
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10− 9 ∗D(x), so that the least important object will be ren-
dered only with silhouettes. With a set of selected sample
colors listed according to their hue values, we use warmer
colors for objects with higher rendering degrees. Figure 2
shows several composition results using our eye movements.
For other rendering algorithms using more complex parame-
ters, we will need further work to explore more relationship
between the parameters or combine sample inputs.

6. Discussion and Future Work

Volume composition aims to improve a practical issue of
general volume visualization systems: reducing the repeti-
tive and tedious user interaction. Although such a rule-based
approach cannot compete with the intelligent results gener-
ated by users, the user interaction needed for many common
tasks can be significantly reduced. Our interface allows users
to concentrate on their specific tasks and is convenient to use.
This convenience can further improve the usability of a vi-
sualization system.

Since parameter setting of a good visualization is a sub-
jective issue, we believe that human factors should be in-
cluded into the visualization design. An eye tracker is a good
tool in this case because it can provide input from users
in a simple way. We show that the importance information
acquired with an eye tracker can be used to choose view-
point, volume center, and rendering degrees. We believe that
this importance information can be explored to develop au-
tomatic composition approaches for more visualization pa-
rameters.

With an eye tracker, we have built a simple interface that
can be used by both professional and general users. With-
out the knowledge of the rendering approach, general users
can still explore volume data and achieve satisfying visual-
ization results. We are planning to use an eye tracker as an
additional input and evaluation method to further simplify
the user interaction. This is very effective at acquiring in-
stinct reactions from users. The eye movements of an expert
can also be studied for training and education.

The unoptimized composition algorithm for the results in
Figure 2 takes 10-20 minutes, which is mainly spent on clus-
tering. Once the algorithm is done, the rendering is interac-
tive and the user can explore the volume based on their in-
terests. We will develop faster algorithms to provide more
instant feedback, since our final goal is to use the eye tracker
as an interactive input method. The future work also includes
designing and performing user studies to assess and validate
the effectiveness of this approach. We plan to work on more
approaches to guide the parameter selections for general and
specific rendering methods.

This project is supported by the National Science Foun-
dation under Grant Nos. 0081581, 0121288, 0222675,
0328984, 9978032.
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