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Abstract
Photo-realistic rendering combined with vision techniques is an important trend in developing next generation
surgical simulation devices. Training with simulator is generally low in cost and more efficient than traditional
methods that involve supervised learning on actual patients. Incorporating genuine patient data in the simulation
can significantly improve the efficacy of training and skills assessment. In this paper, a photo-realistic simula-
tion architecture is described that utilises patient-specific models for training in minimally invasive surgery. The
datasets are constructed by combining computer tomographic images with bronchoscopy video of the same patient
so that the three dimensional structures and visual appearance are accurately matched. Using simulators enriched
by a library of datasets with sufficient patient variability, trainees can experience a wide range of realistic scenar-
ios, including rare pathologies, with correct visual information. In this paper, the matching of CT and video data
is accomplished by using a newly developed 2D/3D registration method that exploits a shape from shading simi-
larity measure. Additionally, a method has been devised to allow shading parameter estimation by modelling the
bidirectional reflectance distribution function (BRDF) of the visible surfaces. The derived BRDF is then used to
predict the expected shading intensity such that a texture map independent of lighting conditions can be extracted.
Thus new views can be generated that were not captured in the original bronchoscopy video, thus allowing free
navigation of the acquired 3D model with enhanced photo-realism.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Three-Dimensional Graphics and Realism]:
I.4.8 [Scene Analysis]: J.3 [Medical Training]:

1. Introduction

Over the past decade there have been major advances in min-
imal access surgery, especially in the endoscopy field, which
encompases bronchoscopy and laparoscopy. Endoscopy is
the most common procedure in minimal access surgery and
is carried out through natural body openings or small inci-
sions made during surgery. With this technique, improve-
ments in diagnostic accuracy and therapeutic success are sig-
nificant when compared to conventional techniques, while
at the same time patient trauma and hospitalisation time are
greatly reduced. However, due to the complexity of instru-
ment control particularly in the presence of mis-alignment of
motion and visual axes, restrictions on vision and mobility,
difficulties in hand-eye co-ordination, and limited tactile per-
ception, a high degree of manual dexterity is required of the
operator. To address this problem, new training methods are

being actively researched for efficient acquisition and assess-
ment of minimally invasive surgical (MIS) skills. The advan-
tages of computer simulated endoscopic training over tra-
ditionally performed one-to-one apprenticeship schemes are
now well accepted in the medical community. In this paper
the current state of the art in patient specific modelling is dis-
cussed in light of recent research results [CDS∗04, DCY03]
applied to the field of bronchoscopy.

For certain MIS procedures, such as colonoscopy and
bronchoscopy, effective simulators can be implemented us-
ing simple hardware [HSH∗99], but for others such as la-
paroscopic cholesysectomy, difficult research issues persist.
The deformation of human organs is not trivial to model, es-
pecially when the manipulation by medical instruments is
considered. Furthermore, in most practical computer simu-
lations, visual realism is severely lacking. Thus far, proto-
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Figure 1:

type systems for minimal access surgical simulators have
been developed for training in colonoscopy [GHW92], la-
paroscopy [MG97], bronchoscopy [CYC∗97] and other sur-
gical techniques. A number of factors, such as support for re-
alistic tactile feedback, have limited the success of these sys-
tems. Most endoscope simulation systems have used stan-
dard polygon rendering techniques with synthetic texture
mapping. Although visually the results can be quite impres-
sive, the structure and appearance bares little resemblance to
video acquired in vivo. Uniform texture mapping has often
been applied throughout the model, and when rendering spe-
cial visual effects, such as polyps or inflammation, both ac-
curacy and adaptability are severely lacking [HJR∗96]. The
generation of realistic structure and surface properties has
hindered the production of generic test case databases, since
parts of the anatomy, such as the colon or the bronchi, ex-
hibit considerable diversity in shape and texture. Figure 1
illustrates the shortcomings of virtual worlds modelled us-
ing only polygon rendering and uniform texture mapping.
The left image was created by polygon rendering of CT scan
data of the bronchi. The right image shows the same part
of the bronchi as seen by a bronchoscope, revealing the un-
usual structure to be part of a broken dental prosthesis. In the
absence of real video data that has been matched to the 3D
structure, an accurate image cannot be constructed in simu-
lation.

Due to the size and diversity of the data involved, the
characterisation and representation of visual information re-
mains a major challenge in visual realism. Early studies of
virtual bronchoscopy have been a motivating factor in visual
augmentation of virtual bronchoscopy through the incorpo-
ration of endoscopic video. The feasibility of such an idea
has been investigated by a number of research groups for
tracking camera motion and navigation planning [KYJ∗02].
The architecture proposed in this paper will address the chal-
lenges of creating genuine surface texture information by
making use of normally acquired video and tomographic
data. Video data from real endoscopic procedures is obtained
and matched to the geometry derived from CT images and
the resulting hybrid dataset is explored by trainees through
interaction with the simulation. This offers a visually accu-
rate training environment, and opens up the possibility of
training on a wide variety of real patient data, illustrating
both natural diversity and particular pathognomonic cases.

The overall steps involved in the Vis-a-Ve framework in-
clude:

• Segmentation of 3D CT scan of the chest for extracting
the bronchial tree which is reconstructed as a polygonal
mesh

• Pre-processing the bronchoscopy video to remove inter-
lacing and geometrical distortion

• 2D/3D registration of bronchoscopy video with CT scan
• Estimation of illumination parameters by modelling the

intrinsic surface reflectance properties by backprojecting
the video image on to the 3D mesh

• Extraction of illumination independent texture map
• Creation of a global texture map which, together with the

surface illumination characteristics and the 3D polygonal
model for generating realistic new views of the bronchial
lumen.

1.1. 2D/3D Registration

Matching of video bronchoscope images to three-
dimensional reconstructions of the bronchi requires
robust 2D/3D registration. This technique involves optimis-
ing a similarity measure, which evaluates how close the
model viewed from a given camera pose is to the current
2D video frame. Existing 2D/3D registration algorithms
typically employ intensity [SHH98] and feature based
techniques [CR03]. Intensity based techniques compare
a projected image of the object with the 2D image, with-
out any structural analysis based on similarity measures
such as cross-correlation [MDS∗02] and mutual informa-
tion [Vio97]. Mutual information exploits the statistical
dependency of two datasets and is particularly suitable for
multi-modal images. These existing methods tend to make
special illumination assumptions which are not applicable
in bronchoscopy. In bronchoscope images, the light source
is close to the tissue surface and inter-reflections become
significant. Furthermore, the use of point light sources
implies that power decreases with the square of the distance
so it is essential to match the illumination conditions of
the rendered 3D model in order for the intensity-based
techniques to work. The method, however, is further com-
plicated by specular reflections due to mucus coatings, and
this can be difficult to model in practice.

1.2. Image Based Modelling and Rendering

One of the major challenges of combining 2D video with 3D
morphological data for patient specific simulation is the ex-
traction of intrinsic surface texture and reflectance properties
that are not dependent on specific viewing and illumination
conditions. This allows the generation of new views with dif-
ferent camera and lighting configurations. For surgical sim-
ulation, this permits the incorporation of tissue instrument
interaction, and thus greatly enhances the overall realism of
the simulation environment.

c© The Eurographics Association 2005.



Chung et al / VIS-a-VE

Highly realistic images can be obtained using global il-
lumination methods, however the success of these tech-
niques depends on the accurate modelling of the bidi-
rectional reflectance distribution function, ρ(θi,φi,θr,φr),
where (θi,φi) and (θr,φr) are respectively the incoming and
outgoing directions given in polar coordinates. A variety of
functions have been proposed for ρ that cater for specific
classes of materials [HTSG91]. Some BRDF models have a
large number of parameters to adjust in order to match the
characteristics of the target material, and there is often no
robust way to ensure accuracy of the values chosen. Simpler
models have been proposed that allow optimisation tech-
niques to be used for parameter estimation [LW94] but these
methods rely on measurements of surface reflectance over a
wide range of illumination directions and intensities. In gen-
eral, a great degree of control over lighting conditions is re-
quired to ensure adequate coverage of the high-dimensional
domain over which ρ is defined. For this purpose, special re-
flectance measurement apparatus must be used [DvGNK99].
The strategy of measuring point reflectances can be extended
to entire images, allowing one can measure an entire set of
BRDFs and map them as a texture map over the surface of
an object of known geometry [LKG∗03].

If one has limited control over the lighting environment,
an approach based on inverse global illumination may be
pursued. A finite number of images captured from predeter-
mined view points are used to determine the outgoing light
intensities for several points in the environment. This en-
ables their BRDFs to be determined by inverting the Ren-
dering Equation [YDMH99]. To achieve this, it requires a
large number of images to be captured from a wide range of
directions and viewpoints. However, by making assumptions
on the uniformity of the materials in the scene, the number
of input images can be reduced significantly [BG01]. With
bronchoscopy video, one has very limited control over the
lighting conditions and the tubular structure of the airways
restricts the choice of viewpoints and viewing angle. For this
reason, a certain degree of uniformity of the reflectance in
the bronchial lumen is assumed in the design of the bron-
choscopy simulation framework.

2. In vivo patient study

For this study, bronchoscopy examination was performed
on each patient according to a conventional clinical proto-
col. During the bronchoscopy procedure a prototype video-
scope (Olympus BF Type; with field of view 120◦) was used.
Video images from the bronchoscopic examination were
transferred to digital videotapes in PAL format at 25fps.
Since the original endoscopic video frames contain both the
endoscopic image and redundant black background, only the
endoscopic view was digitised and cropped to images of
454 × 487 pixels. All images were converted to greyscale
prior to registration. The CT images were acquired from
the Siemens Somaton Volume Zoom four-channel multi-

detector CT scanner with a slice width of 3mm and colli-
mation of 1mm, and the acquisition volume covered from
the aortic arch to the dome of the hemi-diaphragm. The
bronchial tree was segmented from the other parts of the
anatomy using region growing and morphological opera-
tors. Subsequently, the airway surface was reconstructed as
a polygonal mesh by using the marching cubes algorithm.
This mesh was then registered with the image frames cap-
tured from the video output of the bronchoscope with the
aim of pairing each video frame with a corresponding cam-
era pose within the airway.

3. Image Based Modelling and Rendering

An integral part of the proposed training simulation architec-
ture is a novel technique for the recovery of intrinsic visual
properties of the surface using BRDF modelling. An essen-
tial part of this process is the factoring of each video image
into a surface shading function and texture map, as this en-
ables new viewpoints to be visualised. With the effective use
of 2D/3D registration, intrinsic surface reflectance proper-
ties can be recovered and used to generate new images dur-
ing free navigation of the 3D model that are morphologically
accurate and visually photo-realistic.

3.1. 2D/3D Registration

The 2D/3D registration procedure, described in detail in Fani
et al [DCY03] consists of extracting surface normals from
the video frames using a linear shape from shading tech-
nique and matching them with the surface normals specified
from the 3D model. By processing 3D information instead of
correlating intensity values increases robustness, improves
immunity to variations in illumination conditions, and does
not require expensive feature extraction. Finally, local de-
formations can be identified and tracked through out the en-
doscopy video and the similarity measure can be adjusted
to compensate for it. The process of the proposed technique
comprises the following major steps:

• Surface normal estimation for each pixel of the video im-
age using a linear local shape-from-shading algorithm de-
rived from the unique camera/lighting constraints of the
endoscope.

• Extraction of the pq components of the 3D tomographic
model by direct z-buffer differentiation.

• Applying a similarity measure based on angular devia-
tions of the pq vectors derived from 2D and 3D data sets.

3.1.1. Shape from Shading

For video image sequences of the bronchoscopy, the geo-
metrical information of the airways must be derived from
the shading information. The problem of determining sur-
face gradients from a grey shaded image has been an active
area of research dating back to Horn’s work [Hor77]. Direct
application of the method, however, has encountered major
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difficulties due to the non-parallel light source and perspec-
tive projection in endoscope, which results in a non-linear
system of equations that suffers convergence difficulties. In
addition, the albedo is not a constant and the surface is not
purely Lambertian but has some specularity and at some
places specular highlights.

In the specific case of using perspective projection with a
point light source near the camera, the use of intensity gra-
dient can reduce the conventional shape-from-shading equa-
tions to a linear form, which suggests a local shape-from-
shading algorithm that avoids the complication of changing
surface albedos. Unfortunately, bronchoscopy is a special
case because the light source is very close to the camera and
relatively close to the lumen surface, so conventional algo-
rithms are not applicable. Recently, Prados [PF04] has stud-
ied the Lambertian shape-from-shading problem for pinhole
camera with a point light source located at the optical cen-
tre. However, the intensity of the image is also affected from
the distance between the surface point and the light source.
Rashid [RB92] modelled this dependency by introducing a
monotonically decreasing function, f (r), so that the image
irradiance, E, can be formulated as:

E(x,y) = s0ρ(x,y)cos(i) f (r) (1)

where s0 is a constant related to the camera, ρ is the sur-
face albedo and i is the angle between the incident light ray
and the surface normal, ~n = [p,q,−1]. Adopting the linear
technique of Rashid [RB92] enabled the gradient vectors pq
to be estimated by using a linear local shape-from-shading
algorithm.

3.1.2. pq-space from 3D Reconstruction

It is relatively straightforward to extract the pq-components
from the 3D model that was reconstructed from the CT data.
Differentiation of the z-buffer for the rendered 3D surface,
making use of p = ∂z/∂x and q = ∂z/∂y, yields the required
pq distribution and also elegantly avoids the tasks of occlu-
sion handling. The effect of perspective projection has been
taken into account during the rendering stage. The viewing
frustum was tuned to cater for the fact that modern video-
based endoscopes have a wide-angle field of view to allow
greater detail at the centre of the display.

3.1.3. Similarity Measure

Analytically, for each pixel of the video frame, a pq-vector
corresponding to ~n3D(i, j) = [p′i, j,q

′

i, j]
T was calculated by

using the linear shape-from-shading algorithm. Similarly,
for the current pose of the rendered 3D model, correspond-
ing pq-vectors for all rendered pixels were also extracted by
differentiating the z-buffer. The similarity of the two images
was determined by evaluating the dot product of correspond-
ing pq-vectors:

φ(~n3D(i, j),~nimg(i, j)) =
|~n3D(i, j) ·~nimg(i, j)|
|~n3D(i, j)| · |~nimg(i, j)|

(2)

By applying a weighting factor that is proportional to the
norm of~n3D, the above equation reduces to

φw(~n3D(i, j),~nimg(i, j)) =
|~n3D(i, j) ·~nimg(i, j)|

|~nimg(i, j)|
(3)

Subsequently, by incorporating the mean angular differences
and the associated standard deviations σ, the following sim-
ilarity function is formed:

S =
1

∑∑(φw)∑∑(|1−σ(φw)| · |~n3D|)
(4)

By minimising the above equation, the optimum pose of the
camera for the video image can be derived. The reason for
introducing a weighting factor in Equation 4 is due to the fact
that pq estimation from the 3D model is more accurate than
that of the shape-from-shading algorithm. This is because
it is not affected by surface textures or rapid variations of
surface reflective properties. The weighting factor therefore
reduces the potential impact of erroneous pq-values from the
shape-from-shading algorithm and improves the overall ro-
bustness of the registration process.

3.2. Simplified Bidirectional Reflectance Distribution
Function

Modelling the BRDF of any real world material gen-
erally requires the representation of a function over a
multi-dimensional domain of at least four parameters,
(θi,φi,θr,φr). Fortunately the specific illumination configu-
ration of most bronchoscopes impose restrictions on lighting
conditions and allows a number of simplifying assumptions
to be made:

• There is only one light source and it always coincides with
the viewpoint. That is, θi = θo and φi = φo.

• The inner airway surface is assumed to be isotropic. Thus,
the BRDF is independent of φi and hence can be modelled
as a function of θi only.

• The intensity of light incident on a surface depends
mainly on distance from light source and the width of the
airway.

• The BRDFs of the different tissues visible in the bronchial
lumen can all be modelled as members of a single family
of functions, differing only by a scaling factor.

• Surface points with any given BRDF are uniformly dis-
tributed.

By taking the above into consideration, the illumination
conditions within the airway were modelled by using a lower
order polynomial parameterised on the normalised scalar
product of viewing vector ~V and surface normal ~N at point,
p.

ρp(~V ,~N) =
3

∑
0

ciB
3
i (γ) (5)
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where, γ is the cosine of the angle between the viewing di-
rection ~V and the surface normal ~N,

γ =
~V ·~N
|~V ||~N|

(6)

and Bn
i (t) are the Berstein polynomials,

Bn
i (t) =

n!
i!(n− i)!

(1− t)n−it i (7)

This function cannot account for all variations in shade since
intensity also depends on distance from light source. This
depth dependent effect was also modelled by a low order
polynomial:

ρp(z) = B3
0(r)+

3

∑
1

diB
3
i (r) (8)

where r = (z− zmin)/(zmax − zmin) and z is the distance of
the surface point from the viewpoint. The linear shift of the
parameter, z, was needed to avoid errors due to extrapolation.
The shade of a surface point observed from viewpoint, p, is
thus:

Ψp(~V ,~N,z) = ρp(~V ,~N)ρp(z) (9)

3.3. Back projection and Parameter Estimation

For each p there is a unique set of parameters,
(c0,c1,c2,c3,d1,d2,d3), that determines the intensity of ev-
ery visible point in the 3D model. These parameters were
estimated by finding the normal and depth corresponding to
each pixel via backprojection and then fitting Ψ to the pixel
intensities. Each pixel in the video image was backprojected
onto the reconstructed 3D geometry using the position of the
bronchoscope that was determined through 2D/3D registra-
tion. The following cost function is then minimised over all
pixels:

Cp = ∑
i
(Ψp(~Vi,~Ni,zi)−Pi)

2 ·wi (10)

where Pi is the pixel intensity. To ensure that Ψ fits the sam-
ple points adequately in areas of low sample point density
a weighting factor, wi, was included to compensate for the
non-uniform distribution of samples. wi was set to the in-
verse of the sample density, estimated via a histogram eval-
uated over the (γ,z) domain.

3.4. Texture Mapping and Generating New Views

A texture atlas [LPRM02] was generated using the polyg-
onal mesh that was reconstructed from the CT scan of the
bronchial tree. The texture was extracted from each video
frame by dividing the pixel intensities by Ψ(γi,zi), backpro-
jected onto the 3D model and finally, mapped to the texture
atlas. Multiple textures were combined into a single map us-
ing weighted averaging. Since low intensities often yielded

unreliable texture values, weights were initially set propor-
tional to the intensities predicted by the Ψ function, how-
ever this yielded very blurry textures. Instead, the maximum
weight for each texture element over all texture maps is de-
termined, and texture maps with weights less than maximum
are reduce to a very small value. The resulting weight maps
were then smoothed in the texture domain prior to merging.
This yielded sharper textures while reducing discontinuities.
To generate a new view from a view point, pnew, the near-
est point, p, was found for which Ψp had previously been
estimated. The 3D geometry was raycast from pnew, and the
surface normal and depth information were converted to in-
tensities using Ψp. This was then multiplied by texture val-
ues at corresponding points in the global texture map.

4. Results

The proposed method was implemented in Microsoft Vi-
sual C++ on a conventional PC machine (2 GHz In-
tel Pentium 4 processor, 512MByte main memory, nVidia
GeForce 4 MX 440 graphics card, with Microsoft Win-
dows 2000 operating system). Surface rendering was imple-
mented using OpenGL The interface was based on FLTK
(http://www.fltk.org).

4.1. In-vivo Validation

The video images were pre-processed to remove the effects
of interlacing, lens distortion and unnecessary texture in-
formation. These steps are schematically illustrated in Fig-
ure 2. De-interlacing is necessary as temporal mismatch of
odd-even scanlines can introduce significant errors to the
pq-space estimation. Barrel distortion caused by the bron-
choscope’s wide-angle lens was corrected by calculating a
distortion centre and correcting for both radial and tangen-
tial components. These parameters were determined via the
method proposed by Zhang et al [Zha00] in which a closed-
form solution is used. To remove noise and image artefacts,
anisotropic filtering was applied to each image. The method
uses a local orientation and an anisotropic measure of level
contours to control the shape and extent of the filter kernel
and thus ensures that corners and edges are well preserved
through out the filtering process.

4.2. 2D/3D Registration

Qualitative results from the in vivo validation are demon-
strated in Figure 3, where sample frames from the video se-
quence are displayed. The proposed pq-space based regis-
tration has been applied to a video sequence of 31 seconds
(797 frames) of the one-patient study. The bronchoscope
video sequence starts from the main bifurcation and contin-
ues through the left bronchi. Visual inspection of the real and
the virtual endoscope images proves that the pq-based reg-
istration technique can track the tip of the bronchoscope rel-
atively accurately and is stable under sudden movements or
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b)

c)

a)

d)

Figure 2: The pre-processing steps applied to the broncho-
scope videos before 2D/3D registration. (a) Original video
frame acquired from the prototype bronchoscope, (b) de-
interlaced video frame, (c) after lens distortion correction,
and (d) final smoothed image by using an anisotropic filter
that preserves local geometrical features.

frame013

frame033

frame443

frame602

frame614

frame202 frame620

fram001

Figure 3: Example results of in vivo camera tracking for the
patient studied in this paper. The left column shows samples
of real bronchoscopic images and the right column presents
the matched virtual bronchoscopic images after pq-space
based 2D/3D registration.

Absolute error position (mm) angle (rad)

Mean 3.50 0.059
Standard deviation 2.42 0.058

Table 1: Quantitative assessment of pq-space 2D/3D regis-
tration

large rotation angles. However, similar to Mori [KYJ∗02],
when mis-tracking occurs in one frame, tracking of subse-
quent frames almost always fails, as the initial starting po-
sition deviates too far away from the correct result. Later in
the video, bubbles and deformation occlude and distort the
anatomical features, and pq-based registration fails to work
under these conditions.

The video frame sequence was also registered manually
and the results used as ground truth in order to estimate the
error of the pq-space 2D/3D registration method. Table 1
summarises these results and indicates that the method can
be accurate to within 4mm positionally.

4.3. IBMR Visualisation

The BRDF and illumination parameters were estimated for
9 frames selected from the set of bronchoscopy video frames
to which 2D/3D registration had been applied. Note that the
pre-processing applied to these video frames consists of de-
interlacing and radial distortion correction only. A texture
map was extracted from each of these frames using the es-
timated BRDF. A global texture map which is independent
of shading variations due to BRDF and global illumination,
was created by merging all the texture maps together. Fi-
nally, this texture map was used to generate new views of
the polygonal bronchial tree model. Figure 4 shows the final
rendered results using the proposed architecture. It is evident
that the rendered results retain the photo-realism required
despite the significant changes in viewing position and di-
rection.

5. Conclusion

In summary, we have presented a novel architecture that
combines a robust 2D/3D registration technique with BRDF
modelling to recover intrinsic surface properties of the
bronchial tree. The framework has been tested with real pa-
tient data in which each 2D video bronchoscope image is
factorised into a surface shading function and texture map so
that new views can be rendered with photo-realistic appear-
ance. The restricted lighting configurations imposed by the
bronchoscope have been exploited to significantly simplify
the BRDF model for predicting the expected shading inten-
sity so that a texture map independent of lighting conditions
can be extracted. The current method relies on high accuracy
of the initial 2D/3D registration, but in reality this is difficult
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a b c d

e g hf

Figure 4: (a)A typical frame captured from the video stream output of the bronchoscopy video processor is shown here. (b-d)
New views of the bronchial lumen were generated using texture maps merged from the training video frames. (e-h) Results when
applied to different patients. In g-h drops of mucous on the camera lens are treated as part of the surface texture.

to guarantee particularly in the presence of airway defor-
mation between pre-operative CT and bronchoscope exam-
ination. Improving robustness and accuracy of 2D/3D reg-
istration in the presence of pre-operative and intra-operative
deformation, and the merging of texture maps that tolerate
varying degrees of mis-registration error is the topic of fu-
ture research.

For more information on the VIS-a-VE project see:
http://vip.doc.ic.ac.uk/~gzy/vis-a-ve
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