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Abstract
In order to efficiently archive and transmit large 3D models, lossy and lossless compression methods are needed.
We propose a compression scheme for coordinate data of point-based 3D models of surfaces. A point-based model
is processed for compression in a pipeline of three subsequent operations, partitioning, parameterization, and
coding. First the point set is partitioned yielding a suitable number of point clusters. Each cluster corresponds
to a surface patch, that can be parameterized as a height field and resampled on a regular grid. The domains of
the height fields have irregular shapes that are encoded losslessly. The height fields themselves are encoded using
a shape-adaptive wavelet coder, producing a progressive bitstream for each patch. A rate-distortion optimization
provides for an optimal bit allocation for the individual patch codes. With this algorithm design compact codes are
produced that are scalable with respect to rate, quality, and resolution. In our encodings of complex 3D models
competitive rate-distortion performances were achieved with excellent reconstruction quality at under 3 bits per
point (bpp).

Categories and Subject Descriptors (according to ACM CCS): I.4 [Coding and Information Theory]: Data com-
paction and compression

1. Introduction

The number of 3D models that are created by means of ge-
ometry acquisition, by modelling tools, and by means of
simulation is increasing rapidly. In order to allow space-
saving storage and time efficient transmission of 3D models,
methods for their efficient representation are needed. Thus,
geometry compression has developed to become an impor-
tant field in computer graphics.

The most common type of 3D data models are surfaces.
There are three main categories of representations for sur-
faces, namely meshes, volumetric data yielding isosurfaces,
and point-based models. A surface encoder transforms an
explicit surface representation of one of the above types into
a compact bitstream which can be decoded at the receiver in
order to generate a surface reconstruction. The reconstruc-
tion can be lossless or lossy.

1.1. Related work

Common 3D graphics systems are based on polygon meshes.
For meshes there are three major components to transmit,

namely vertex coordinates, mesh connectivity, and photo-
metric values for each vertex or face. Methods are needed to
achieve compression for all three types of data. Research in
3D compression has focused mainly on the geometry of the
models. Several fundamentally different encoding method-
ologies have been developed.

In Taubin and Rossignac [43, 36] and Touma and Gots-
man [44] the connectivity of the mesh is encoded separately.
The coordinate data of the vertices is treated in a second
pass. Vertex locations are predicted and the prediction resid-
uals are entropy coded or vector quantized [4]. Connectiv-
ity coding has been greatly improved [1, 21] and out-of-core
geometry coding for extremely large meshes was developed
[18].

A different paradigm for mesh compression was devel-
oped by applying methods for parameterization of surfaces
[10]. Surface parameterizations can be encoded and the re-
ceiver may reconstruct a surface approximation by resam-
pling the parameterization at arbitrary points. In order to pro-
duce a mesh reconstruction, the scattered data points need to
be triangulated. This is straightforward, when the parameter-
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ization is above a base mesh [20, 22, 24]. When patches are
encoded separately without enforcing boundary compatibil-
ity, a zippering method is required to connect the patches in
a common mesh [39].

Another approach for representing 3D models is given by
point sets. In 3D model acquisition, range scanners gener-
ate point clouds. In point-based rendering, surface elements
(surfels, [34]) are used for each point to visualize the com-
plete surface of the object. In general, there is no triangula-
tion procedure at any step of the processing pipeline, start-
ing with acquisition of point data up to the rendering of the
corrected and simplified 3D model. Various algorithms were
proposed which deal with point-based 3D models. For ex-
ample, Zwicker et al. [47] introduced Pointshop3D, an inter-
active modeller. There are different efficient ways to render
surfaces from point-based models, mostly based on splatting
[2, 3, 15, 34, 37, 41, 46]. In [3], a pure software implemen-
tation rendered up to 14 million shaded and textured points
or 4 million high quality splats per second on a PC plat-
form. When dedicated hardware support becomes available
for point-based rendering, such systems may well provide a
rendering performance equal or even superior to traditional
mesh-based renderers on high performance graphics cards.

Efficient representation of point-based 3D models has
been discussed primarily in the rendering context, e.g.,
[37, 3], rather than for the purpose of storage and trans-
mission. Point clouds can be represented hierarchically and
compressed in the spatial domain using tree data structures
such as kd-trees [7] and octrees [3, 38, 33]. Compression is
achieved by pruning the tree at nodes where the correspond-
ing spatial cell does not contain any of the surface points.
Fleishman et al.[9] described a multi-resolution method that
is based on an embedded sequence of point sets. Local co-
ordinate frames and least squares approximation are used to
define approximating, so called moving least squares (MLS)
surfaces and refinement points.

In some papers it was recognized that one can achieve ex-
cellent coding results when well developed methods from
image wavelet coding are applied [20, 22, 24, 32, 42]. Since
images are given in pixels on a regular grid the surface must
be regularly resampled in order to apply image coding algo-
rithms to geometry compression. Remeshing algorithms can
achieve this. For example, the MAPS algorithm [25] pro-
duces a semi-regular mesh of the original topology. Each tri-
angle in the base mesh corresponds to a connected region
of the given mesh which can be parameterized. In place of
parameterization over a base mesh one can create ’geome-
try images’ over one or several non-intersecting regions in
a rectangular domain [13, 39], or over a sphere [17, 35], if
topology allows.

The coordinate data at the regular or semi-regular mesh
is three-dimensional by nature. However, the construction
of the multi-resolution semi-regular mesh can be organized
with the goal that only normal displacements are neces-

sary to define the newly generated vertices of the next finer
level, yielding so-called ’normal meshes’ [14, 22]. In prac-
tice, however, the subdivision is algorithmically complex
and not all detail coefficients can be expressed by only a
scalar value.

A method that enforces a parameterization of the given
surface on a regular grid such that only scalar values are
required to locate the corresponding 3D points on the sur-
face can be obtained by representing the surface as a set of
approximately flat (possibly overlapping) patches such that
each of them can be seen as a graph of a scalar function over
a rectangular 2D domain located on a plane near the sur-
face patch (figure 1a-c). In other words, the parameterized
surface can be represented as an atlas of charts that are ap-
proximated by a collection of height fields properly placed in
3D space. In [30], such local parameterizations were used to
implement signal processing tasks like filtering on surfaces.
Because the height fields in [30] are overlapping, a blending
technique was necessary when merging the processed charts
for surface reconstruction.

In [39], the given surface mesh was partitioned into dis-
joint approximately flat regions which were represented as
charts. The domains of the charts having irregular bound-
aries are laid out without overlap in a rectangle, which are
resampled on a regular grid. These charts were designed to
minimize distortion and, thus, are not height fields and co-
ordinate values are three-dimensional. The purpose of the
work was to develop multi-chart geometry images, such that
surface reconstruction gives the best possible quality with a
given memory constraint.

1.2. Overview of our work

In this paper, we contribute an encoding method for geom-
etry of point-based surfaces. Our work has been inspired
mainly by the two papers, “Spectral processing of point-
sampled geometry” by Pauly and Gross [30], and “Multi-
chart geometry images” of Sander et al. [39]. Here we com-
bine, modify, and extend their methods for the purpose of
geometry compression. We propose to use an atlas of height
fields as in [30], which, however, are not overlapping and
have irregular boundaries as in [39]. The advantages of such
an atlas of height fields over normal meshes and over geome-
try images are simplicity and strictly scalar point coordinate
representation. However, clearly there are three drawbacks
to this approach, namely

• the charts have irregular boundaries that require a portion
of the encoding rate,

• a complex surface may require a large number of height
field charts, and

• the sampling of height fields at regular grid positions gen-
erally does not yield a uniform sampling of the surface.

In this paper, we propose to use a heuristic split-and-merge
partition of the surface point set that is similar to that used in
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Figure 1: (a) A patch is considered as cluster of points in the
original model; the points are parameterized to a base plane
(b) and resampled on a regular grid to obtain a 2D image
(c); The model is represented as a set of height fields over the
respective base planes (d); The height values are encoded
and decoded by shape-adaptive wavelet coding yielding the
reconstructed model (e).

[30]. The irregular height field boundaries can be extracted
and encoded using standard bitmap coding. The height field
data over irregular domains is encoded by a special state-of-
the-art shape-adaptive wavelet coder.

Wavelet-based shape-adaptive image coding has recently
been proposed whereby wavelet coefficients correspond-
ing to transparent image regions are permanently consid-
ered insignificant [27]. This approach can be implemented,
e.g., for the SPIHT and EBCOT coders [29, 28], but we
have chosen shape-adaptive tarp coding [11], which is eas-
ier to implement and which yields a better performance
than shape-adaptive SPHIT and comparable performance to
shape-adaptive EBCOT [11].

Figure 1 gives an example of the main steps in our ap-
proach. In (a) to (c), we consider a patch which is parameter-
ized over a base plane and resampled to a scalar height field.
The height values are encoded by shape-adaptive wavelet
coding. The set of height fields for all patches in the model
(d) yields the reconstructed point set (e).

The remaining part of this paper is organized as follows.
In section 2 we begin by recalling the concept of moving

least squares surfaces which are at the basis of our compres-
sion approach (subsection 2.1). The partitioning of the point
set into clusters is given in subsection 2.2. Subsection 2.3 ex-
plains how a height field corresponding to a cluster of points
is parameterized. The encoding of the constituent data for a
multi-height field representation is given in subsection 2.4.
Section 3 is devoted to the rate-distortion optimization of our
coder. Results are discussed in section 4, and we conclude
with remarks about future work in section 5.

2. The compression pipeline

2.1. Error measures

When compressing a point-set surface given by a point set
P, an encoder produces a bitstream that is converted back
into another point set P̂ at the decoder. In order to evaluate
the quality of the approximation we follow previous work
[22, 24] in the spirit of METRO [5] and define a symmetric
root-mean-square (rms) error and a peak-signal-to-noise ra-
tio (PSNR) based on surfaces S(P) and S(P̂) that are given
by P and P̂.

Let P denote a finite point set in R
3, corresponding to

an original surface S = S(P), that we choose to define as
the moving least squares (MLS) surface for the point set
P. Moving least squares surfaces were recently applied to
point sets in computer graphics in [2, 9, 30, 31, 26]. Locally
an MLS surface is obtained by approximating nearby points
from P by a least-squares polynomial fit. S(P) is a smooth
surface depending on the input point set P which is de-
fined without piecewise parameterization. Computationally,
a point p ∈ S(P) is found by applying a certain projection
operator P to an arbitrary point q ∈ R

3, p = P(q). To com-
pute the projection, a nonlinear equation must be solved by
applying an iteration procedure. A point p ∈ S projects on
itself. Thus, the complete MLS surface is given by the set of
fixed points, S = {p | p = P(p)}. For details, see [26, 2].

If P̂ denotes another point set with a corresponding MLS
surface Ŝ = S(P̂), then the (one-sided) L2-distance of Ŝ as an
approximation of S is given by

d(Ŝ,S) =

(

1
area(Ŝ)

∫

Ŝ
(d(p,S))2d p

)
1
2

where d(p,S) denotes the distance of the point p to the sur-
face S. The symmetric rms error is given by

Erms(Ŝ,S) = max
(

d(Ŝ,S),d(S, Ŝ)
)

.

In practice d(Ŝ,S) is computed by sampling the surface Ŝ and
averaging squared distances. The distances d(p,S) them-
selves are estimated by the applying the projection operator,
d(p,S) ≈ ||p−P(p)||.

The PSNR is given by 20log10
dB

Erms(Ŝ,S)
where dB denotes

the length of the diagonal of the minimal bounding box of
the given surface S.
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2.2. Geometry partitioning

The given point set P is partitioned into a number of point
clusters with the goal that for each cluster the portion of the
surface S(P) that can be attributed to the cluster (called a
patch) can be parameterized as a height field and efficiently
be encoded. There are many surface partitioning methods,
see, e.g., [25, 19, 30, 40, 39]. In [30] the objective is as in
this paper to arrive at height field parameterizations. Thus,
our approach is similar.

We adopt a standard split-merge procedure. The splitting
of a point cluster is done using principal component analy-
sis (PCA), dividing the cluster using a plane passing through
the center of mass of the points and orthogonal to the first
principal component vector. Initially, all points in P belong
to the same cluster. The splitting is done recursively un-
til each cluster satisfies a normal cone condition. We as-
sume that besides the points, also corresponding normal vec-
tors are given. If that is not the case, then normal vectors
can be estimated, for example by using covariance analy-
sis [31], whereby the normal orientations are reconstructed
using the technique described in [16]. The normal cone con-
dition specifies that all normals belonging to the points in a
cluster are in a cone with its apex at the origin and an apex
angle that does not exceed a threshold which is a parameter
of the method. Thus, if nc denotes the normal vector along
the axis of a normal cone then for each normal n in the cone
we require 〈n,nc〉≥ c0 for some constant c0 < 1. To compute
a normal cone we use mini balls [12] as in [30]. We may as-
sume that for sufficiently large c0 and for surfaces sampled
densely enough the normal cone condition guarantees that
the corresponding surface patch can be seen as a height field
over a base plane orthogonal to the normal cone axis. After
splitting, we have a partitioning of P in a number of clusters
Pi, i = 1,2, ...

In the merge phase, neighboring clusters are iteratively
merged. To begin we define a neighborhood graph where
vertices denote clusters and edges indicate neighboring clus-
ters. We propose to classify a point p ∈ Pi as a cluster bound-
ary point if the set of its k nearest neighbors in P contains at
least one point from a different cluster Pj, i 6= j. This induces
the set of neighboring clusters for each cluster and thus the
required neighborhood graph. In our experiments, we found
that k = 5 led to good results. During the merging we re-
quire in addition that the normal cone condition is satisfied
for a slightly relaxed constant c1 < c0. Thus, all edges (i, j)
where Pi ∪ Pj violates this criterion are removed from the
neighborhood graph.

Let us assume that each cluster Pi incurs some costs J(Pi).
If cluster Pi is a neighbor of Pj , then after merging Pi with
Pj the costs are J(Pi ∪Pj). Therefore, we sort edges (i, j) in
the neighborhood graph according to the difference in costs
J(Pi∪Pj)−J(Pi)−J(Pj) and iteratively collapse edges with
minimal edge costs followed by an update of the neighbor-
hood graph.

The cost function for a given cluster, J(Pi), should capture
the encoding cost for the patch given by Po. In this paper,
we set the cost equal to the sum of the squared differences
||n− nc||

2, taken over all normal vectors n belonging to the
points of cluster Pi and where nc again denotes the normal
vector defining the corresponding normal cone for Pi. The
motivation behind this definition is the expectation that large
normal variations lead to height fields that are rough and,
thus, require a higher encoding rate.

Our partitioning scheme differs from others, e.g., [30], in
that we terminate the recursive splitting as soon as a patch is
found that passes the normal cone condition. Further subdi-
vision would lead to more convoluted patches which require
higher rates to encode.

2.3. Parameterization of a patch

The goal of our parameterization is to represent a surface
patch, given by a cluster of points obtained in the partition-
ing, as a regularly sampled height field over some base plane.
The points satisfy the normal cone condition and, thus, it is
natural to define the base plane as the unique plane which
passes through the center of mass of the point cluster and
which is orthogonal to the axis of the cone in the normal
cone condition. The center of mass also serves as the origin
of a coordinate system for the base plane. The points of the
cluster are orthogonally projected onto the plane, and a rect-
angle is fitted for the projected points [45]. This rectangular
region serves as the domain for the sampling of the height
field [30].

The next step is to extract the boundary of the patch in its
parameter domain, i.e., the corresponding rectangle in the
base plane, and to define the resolution of the regular grid
for sampling the patch height field. For a given square reg-
ular grid on the rectangular domain, we define for each grid
point, whether it belongs to the support of the height field
or not according to the following procedure. We define the
average parameter sampling density of the cluster, µ. More
precisely, µ is the average distance of the projected points
in the base plane to their three respective nearest neighbors.
Now, given a grid point in the rectangular domain, we say,
that it belongs to the support of the height field, if its dis-
tance to the nearest projection of one of the cluster points
into the base plane is less than 1.5µ. This procedure defines
the support of the height field as a binary mask. The resolu-
tion of the sampling grid on the rectangle is chosen such that
the corresponding number of sampling points in the masked
area is roughly equal to the number of points in the cluster.
With higher, respectively lower resolutions we can obtain
upsampled or downsampled parameterizations, if desired.

Finally, to complete the parameterization, we compute a
height value for each grid point center in the masked area,
such that the point above the base plane at the grid point
coordinates is precisely on the MLS surface of the original
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data points. These heights are computed iteratively with a
Newton-like method using the MLS projection operator P
(see Section 2.1). For a given point in 3-space, initialized as
the grid point location on the base plane, we first project it
on the MLS surface by P and compute the tangential plane
of the surface at the projection. Then the intersection of this
tangential plane with the line through the pixel center and
normal of the base plane defines a new point which is used
for the next MLS projection. This procedure is iterated until
convergence.

2.4. Patch encoding with shape-adaptive wavelet coder

The foremost goal of the encoding is to enable the decoder
to reconstruct the elevation data for each patch parameter-
ization from the encoder output. Thus, for each patch, we
encode

• the base plane rectangle and its grid sampling resolution,
• the binary mask defining the support of the height field on

the base plane rectangle, and
• the scalar height field values.

The base plane rectangle can be encoded using eight
quantized floating point numbers defining the coordinates of
the origin and two vectors corresponding to the sides of the
base plane rectangle.

There are many methods for bitmap encoding. For sim-
plicity, we have used in our implementation and adaptive
context-based arithmetic coder [23] for the binary masks of
the height field supports.

Our height fields have irregularly shaped supports. We
propose to use an encoding method that has been shown
to be efficient for shape-adaptive image coding [27]. The
height fields are padded with zeroes to fill the entire
rectangular-array and wavelet transformed (using the 4-scale
9/7 biorthogonal filter). Coefficients belonging to regions
that overlap with the masked areas are entropy coded in a
significance pass and a refinement pass as usual in wavelet
based image coding. In the shape-adaptive tarp coder, a
special estimation for the probability of significance of a
wavelet coefficient is applied. For details, see [11].

3. Optimal bit allocation

Our rate-distortion optimization provides optimal bit allo-
cation between the patches as follows. The shape-adaptive
tarp coder employs a progressive bitplane coder of wavelet
coefficients. Thus, for each patch the output bitstream may
be truncated yielding a certain reconstruction quality at the
decoder. The rate-distortion optimization optimally allocates
the bits in the target bitrate for the entire 3D model between
the patches such that the overall reconstruction quality is
maximal. We achieve this goal using standard discrete La-
grangian optimization [8]. We briefly describe the proce-
dure. For patch Pi let (R( j)

i ,D( j)
i ), j = 1,2, . . . denote the

Figure 2: Encoding of ’Isis’; left: original model, right:
reconstructed model, 2.13 bpp, Erms = 0.87 ·10−4dB.

(finitely many) rate-distortion points achievable by truncat-
ing the tarp coder output at different positions numbered
by j = 1,2, . . .. The rates R( j)

i include bits for the base
plane parameters, for the boundary code, and the truncated
wavelet coefficient bit stream. The distortion is the sum of
the squared differences between the true and the decoded
height values. The truncation index j = j(i) for patch i is
given by

j(i) = arg min
j=1,2,...

(R( j)
i +λ ·D( j)

i ).

This yields a solution with total rate ∑i R( j(i))
i with minimal

total square distortion ∑i D( j(i))
i [8]. In order to meet a pre-

scribed total rate constraint we vary the Lagrange parameter
λ, using the bisection method.

Using the optimization described above, we obtain a rate-
distortion optimal coding for a given partition of the surface
into patches Pi. Each patch Pi contributes an amount

J(Pi) = Jλ(Pi) = min
j

(R( j)
i +λ ·D( j)

i )

to the total Lagrangian cost J = Jλ = ∑i Jλ(Pi).

4. Experimental results

We present experimental results for the models ’Isis’, ’Igea’,
and ’Rabbit’ which are available at the Cyberware courtesy
[6], and ’Dragon’ which was taken from the Stanford 3D
Scanning Repository. Overall coding results for various bit
rates are shown in figure 3. The bit rate is the total amount
of bits divided by the number of input points (|P|). The error
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Figure 3: Coding results for ’Dragon’ (437645 points),
’Rabbit’ (67039 points), ’Igea’ (134345 points), and ’Isis’
(187644 points); the error Erms corresponds to the symmet-
ric rms error and is expressed in units of 10−4 of the bound-
ing box of the original model.

is measured in the sense of Erms (section 2.1). All errors in
this paper are expressed in units of 10−4dB, where dB is the
length of the diagonal of the bounding box of the original
model. Detailed coding results are listed in Table 1.

Figure 4 compares the coding results for five different
patch layouts of ’Igea’. Lowering the patch number down
to 12 improves the coding performance due to decreasing
costs for parameter planes and increasing efficiency of the
wavelet coder. However, further reduction of the patch num-
ber leads to height field artifacts worsening distortion. We
found that this behavior is typical. In general, there is an op-
timal number of patches for which the rate-distortion curve
is lowest.

Figure 5 demonstrates that our rate-distortion method is
important for achieving good performances when the num-
ber of patches is large, which is necessary for complex mod-
els like ’Dragon’.

Figure 2 shows the original and reconstructed ’Isis’ model
at a bit rate of 2.13 bpp. For the tested models we obtain
visually pleasant decoded models already at bit rates around
2 to 3 bits per point.

Although we independently encode patches we do not ob-
serve boundary artifacts unless we severely reduce the bit
rate (see figure 6).

In Figure 7 we present visualizations for the rms-error at
different bit rates for ’Igea’ and ’Dragon’. The leftmost fig-
ures in the first and third row show the original model and
below the patch layout. The next figures in the first and third
rows show decoded models at different bit rates. The figures
below show the original model and visualize the distance
from each point to the MLS surface of the reconstructed
point set, d(p, Ŝ), p ∈ P.
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Figure 4: Coding results for various numbers of patches for
’Igea’.
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Dragon, 388 patches, fixed rate
Dragon, 388 patches, optimized

Rabbit, 20 patches, fixed rate
Rabbit, 20 patches, optimized

Figure 5: Coding results for ’Dragon’ and ’Rabbit’ with
and without rate-distortion optimization.

Figure 6: Detail of reconstructions near patch boundaries at
bit rates of 2.5 bpp (upper right) and 1.0 bpp (lower right).
Patch discontinuities (marked) can be observed only at very
low bit rates.
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header costs param. costs mask costs wavelet costs total bit rate Erms PSNR
[bits] [bits] [bits] [bits] [bpp] [10−4dB] [dB]

Dragon, |P| = 437645, 388 patches, |P̂| = 441115

464 48112 222625 333816 1.38 12.61 57.98
464 48112 222625 618200 2.03 3.23 69.81
464 48112 222625 1165872 3.28 0.85 81.38

Isis, |P| = 187644, 38 patches, |P̂| = 187497

464 4712 24433 194848 1.20 6.27 64.06
464 4712 24433 355832 2.05 0.97 80.28
464 4712 24433 565816 3.17 0.36 88.96

Igea, |P| = 134345, 12 patches, |P̂| = 135107

464 1488 13272 135152 1.12 8.95 60.97
464 1488 13272 270248 2.13 1.13 78.91
464 1488 13272 472928 3.63 0.33 89.70

Rabbit, |P| = 67039, 20 patches, |P̂| = 67635

464 2480 10864 60600 1.11 14.38 56.85
464 2480 10864 127456 2.11 1.77 75.04
464 2480 10864 225728 3.57 0.48 86.42

Table 1: Detailed coding result for ’Dragon’, ’Isis’, ’Igea’, and ’Rabbit’. The error is computed as described in section 2.1 (dB
is the length of the diagonal of the bounding box).

Model coder in [9] proposed coder
costs error costs error

Igea (Venus) 5.0 1.2 1.6 1.1
7.6 0.2 2.6 0.2

Isis 3.8 1.8 1.4 1.9
6.5 0.3 4.2 0.3

Dragon 3.7 2.7 2.7 1.8
4.0 1.0 4.2 1.1

Table 2: Comparison of our coder to the coder in [9]; here
the error is as in [9] and measured in terms of 10−4dB; costs
are given in bits per point.

We compared our scheme to the coder of Fleishman [9]
which uses iterative refinements of a base point set in order
to obtain a reconstructed model, table 2. In contrast to [9] we
do not need to encode a base model which takes about 2 or
3 bpp. Our coder already achieves visually pleasant recon-
structed models at these rates. For table 2 we implemented
the error measure in [9] and applied it to our reconstructed
models. This error is different to ours. The results in table 2
for the coder in [9] were read off the graphs in the figures of
[9].

Model Rabbit Igea Isis Dragon
(patches) (20) (12) (38) (388)

pre-processing 1.7 3.4 5.7 9.9
partitioning 4.6 9.7 21.2 38.7
parameterization 0.1 0.2 0.2 0.4
resampling 106.2 196.4 278.8 872.3
encoding 0.4 0.8 1.0 1.5

total 113.0 210.5 306.9 922.8

Table 3: Encoding times in seconds. Decoding of the coor-
dinate data takes about one to two seconds.

Our results for compression of point-based models are
comparable to those using progressive geometry compres-
sion [20] and normal meshes [14]. However, note that in
[20, 14], the models are not equal to those we have used,
and that the error measure is based on meshes.

Run times of the encoder are listed in table 3 and range
from about 2 to 15 minutes. For the experiments we used a
2.4 GHz CPU with 1 GB RAM. The times are dominated by
the resampling.
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original 1.02 bpp 1.55 bpp 2.53 bpp
Erms = 11.83 Erms = 3.09 Erms = 0.67

partition color coding of distances d(p,S(P̂)) for each point p ∈ P
12 patches d ≥ 0.1%dB d = 0

original 1.60 bpp 2.30 bpp
Erms = 7.19 Erms = 2.04

partition color coding of distances d(p,S(P̂)) for each point p ∈ P
388 patches d ≥ 0.1%dB d = 0

Figure 7: Various decodings for ’Igea’ and ’Dragon’. The first and third line show from left to right, the original and three
respective decoded models; second and fourth rows show the used patch layout and colored (original) models and visualize the
distance from each point to the MLS surface of the reconstructed point set above, d(p, Ŝ), p ∈ P; red, green, and blue indicate
large, medium and small errors respectively.
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5. Conclusions and future work

In this work we have presented a method for compressing
point based 3D models that partitions a surface into patches,
each of which is represented as a height field. Our coder is
fast and efficient yielding better rate-distortion performance
than the recently proposed coder in [9] and similar results to
those of state-of-the-art mesh-compression. There is a num-
ber of improvements we will address in future work:

• the rate-distortion optimization can be extended to include
the partitioning method and the selection of the resam-
pling resolution,

• the encoder output can be reorganized to consist of a base
layer and a progressive enhancement layer,

• the numerics for the resampling can be accelerated using
appropriate techniques such as continuation methods,

• out-of-core techniques for extremely large models should
be developed.

We also plan to give a detailed comparison of the perfor-
mance of our coder with tree-based methods [3, 33, 7] and
mesh-based coders [20, 22, 24].
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