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Abstract

When modeling with scanned outdoor models, being able to select a stitteepoints efficiently that collectively
represent an object is an important and fundamental operation. Sagghentation problems have been extensively
studied, and simple and efficient solutions exist in two dimensions. HpWB&vsegmentation, especially that of
sparse point models obtained by scanning, remains a challenge leechimhierent incompleteness and noise. We
present a sketched-based interface that allows segmentation of g8depmint-based models. The user marks
object and background regions by placing strokes using a stylus, @&th segments out the marked object(s).
To refine the results, the user simply moves the camera to a different loeatibrepeats the process. Our method
is based on graph cuts, a popular and well-tested paradigm for segmenfatiblems. We employ a two-pass
process: we use the strokes to perform 2D image segmentation in thetjmmojplane of the camera and use its
results for the 3D scanned data segmentation. The advantages of owthae¢hease of use, speed and robustness.
Our method works for general 3D point models and not just range isidggortant applications include selection
of objects when dealing with large, unorganized point models for refingmemodeling, meshing, etc.

Categories and Subject Descriptgascording to ACM CCS) 1.3.6 [Computer Graphics]: Methodology and Tech-
nigues 1.4.6 [Image Processing and Computer Vision]: Segmentat®a fJser Interfaces]: Theory and methods

1. Introduction ing point model. Moreover, unlike scanning of small mod-
els, outdoor environment scanning is often imprecise and
. . . . - sparse. After scanning the whole environment, many oper-
mercial scanning equipment, it has become easier to capture_.. . 7
ations often require the user to focus on one object in the

indoor and outdoor environments by scanning them. Pro- . . . )
- . . . environment, and hence the ability to select points forming a
cessing and rendering such scanned data is an active area

. . - . .~ “'Semantic object is very important. Providing a sketch-based
of research in computer graphics and finds diverse applica- . . - .
. : . : . . interface for such segmentation of point models and realiz-
tions in modeling, architectural design, urban planning, etc. . . - . : .

. . . ing the segmentation efficiently is the subject of this paper.

Some examples of processing these unorganized point mod-
els are meshing (converting into a triangle mesh), refinement
of structure (constructing precise geometry), transformation

in representation (hybrid models for rendering), etc., each of . Seg?el_wtagon,tl)n gten;aral, refersttofthec?roblem of (lextr_ac_t-
which opens up new avenues of research. ing a desired subset of some set of n-dimensional primi-

tives. In two dimensions, this translates to extracting par-
All of the above operations assume that a subset of points ticular regions in an image. Several diverse approaches to
representing a semantic object can be extracted from theimage segmentatioh. 5TS04 RKB04, MB98, MB95] have
point model. When an outdoor environment is scanned, this been proposed and implemented. These approaches can be
is a non-trivial operation as many objects exist in the result- easily extended to a special case of 3D point models: range
images. Range images are 2D images where every pixel has
a depth value. Scanning devices usually produce range im-
T Email: {xyuan,hxu,mnguyen,ashesh,baoquan}@cs.umn.edu ages. However, when multiple scans are registered together,

With the advent of practical scanning technologies and com-

(© The Eurographics Association 2005.

delivered by

o = EUROGRAPHICS
: DIGITAL LIBRARY

www.eg.org diglib.eg.org



http://www.eg.org
http://diglib.eg.org

X. Yuan et al. / Sketch-based Segmentation of Scanned @&deiconment Models

(d)

Figure 1: Segmenting out an object using out tool. (a) the

The nature of scanned data from outdoor environments
presents several new challenges for segmentation. Being
points, there is no connectivity information to leverage for
object selection. Secondly, unlike indoor environments that
can be scanned multiple times to acquire precise models,
outdoor environments are dynamic. Changing positions of
the sun, trees moving due to wind, etc. are examples of chal-
lenges that are not presented by indoor environments. More-
over, as outdoor environments are more complex, it is not
feasible to sample them in detail by scanning it several times.
Therefore, a precise model cannot be obtained by simply
scanning the environment several times from different view
points.

The main advantage of our method is that it is easy to
use, is efficient and involves little skill. The user navigates
in scenes rendered photorealistically and determines a suit-
able camera position, and then merely places strokes to hint
foreground and background regions on a rendered image of
the model. The system segments out (possibly part of) the
desired foreground object. The user can then change the
view and place more strokes similarly to refine the selec-
tion. The whole process is thus, very similar to normal image
segmentation. The advantages of our method are simplicity,
speed and robustness. Our method can be embedded in larger
point-based modeling systems like PointWorK&|C04).

2. Related Work

The method for segmentation of point models that we pro-
pose in this paper augments state-of-the-art development in
image processing and vision with added interaction. Our
method performs both 2D and 3D segmentations in two con-
secutive stages. We now review several 2D and 3D segmen-
tation methods, emphasizing on the user interface techniques
they support.

The widely used Magic Wandrjc0Z collects color statis-
tics from a user-specified image region and segments a
sub-image region, where colors fall within some specified
thresholds. Suitable threshold values depend on individual
image context. This method is prone to error when the
foreground and background pixels overlap in their color
distributions. Intelligent paintRee99, which is a region-
based interactive segmentation technique basedoto-
ganning[Fai9q, extracts regions of interest from the im-
age background starting from input paint strokes. Intelligent

input point model containing 2,234,945 points. (b) the user ¢gissors 11B95, MB98, MB99], a boundary-based method,

interactively navigates the scene rendered with point sprites. computes a minimum-cost path via a shortest-path graph al-
(c) the user selects a camera location and places yellow gorithm between user-specified boundary points. Intelligent
strokes for object and cyan strokes for background. (d) the gcissors and paint allow the user to quickly and accurately

result of this segmentation.

a general point model is obtained. Our method works for
general 3D point models.

select objects of intered¥fR99,Mor99]. A tool for selecting
objects developed by Tan and AhujeAD1] uses freehand
sketches based on the decomposition of the image segmen-
tation into a triangulation and captures the adjacency infor-
mation of the segments as well as the shape of the segment
boundaries. Sketched-based input has been used for various

(© The Eurographics Association 2005.



X. Yuan et al. / Sketch-based Segmentation of Scanned @&dwiconment Models

segmentation problemkazy Snappin§LSTS04 uses fore-
ground and background strokes for image segmentation. Our
interface is inspired from this work. More recently, video
segmentation has been realiz8dBC* 05] by extending the
idea of sketch-based image segmentation over time.

Graph cuts GPS89BJ01, BK04] is a combinatorial opti-
mization technique using global optimal pixel labeling of an
object and its background, which is computed by the max-
flow/min-cut algorithm. A binary image segmentation prob-
lem can be posed as a 2D graph cuts problem. Several in-
teractive methods for 2D image segmentation with user in-
teraction have been developeAHSS04 LSTS04 RKB04]
based on the graph cuts algorithinazy SnappinfLSTS04
combines graph cuts with pre-computed over-segmentation
and provides users a set of intuitive interface tools for flex-
ible control and editingGrabcut [RKBO04] extends graph
cuts by introducing an iterative scheme using graph cuts Figure 3: User interface. User direct draws strokes on a
for optimization of intermediate steps which also simplifies tablet display.
the user interaction. Each iteration estimates color statistics
of the object and the background and applies graph cuts to a user walk-through and overview of our pipeline in Sec-
compute a refined segmentation. More recently, the graph tion 3. We then summarize the graph cuts problem and its
cuts formulation has been applied to interactively extract formulation for the segmentation problem in SectibriWe
foreground objects from a videdMBC*05]. Boykov and then explain our pipeline in detail in Sectiohand6. In Sec-
Jolly [BJO] extended the graph cuts algorithm to volume tion 5, we explain our over-segmentation procedure for point
data sets by marking foreground and background seeds onmodels for efficiency. In Sectiorés1and6.2we discuss the
volume slices. We have also developed a graph cuts-basedformulation and solution of the segmentation problem for
method for volume data set segmentation with flexible user our application. In Sectioid, we describe a tool for correct-
sketch input YZNCO05). ing misclassified objects. Finally, we show and discuss some

. . . . results in Sectio® and conclude our paper in Secti®n
The output of most scanning devices is a range image.

Most 2D image segmentation methods can be extended to )
work on such range images by considering these depth val- 3. User Walk-through and Overview

ues in the segmentation process. Djellial. [DMS02 Our input data sets are point models that result from a single
and Heiseleet al. [HR99 employ an automatic divide and o multiple scans of some outdoor environment. The data set
conquer strategy to fit several simple 3D patches to the contains the position, color (Figurg(a)) and intensity (Fig-
point model and merge them into bigger surfaces.eYu ure 2(b)) at every point. Normals (Figure(c)) are com-

al. [YEMO1] propose segmentation of point models obtained pyted by least-squares plane fitting. Since laser scanners of-
by registering several range images. However, the environ- ten do not capture color well, the color information is less
ments they deal with are indoor rooms which can be scanned rejiable in the data sets unless photos have been registered
several times to obtain a fairly precise model. Outdoor envi- \ith the scanned data.

ronments are dynamic in nature and so scanning them re- . )

peatedly may result in a model with imprecision and noise. _ 1he User loads a point model into our system and nav-
Moreover, objects like trees are much more difficult to seg- '9ates it freely. The model may result from one scan, in
ment automatically because of the inherent fuzziness in their Which case itis simply a range image, or it may be the result
structure. Therefore, some user interaction is needed. Usu-°f multiple registered scans. The user selects an appropri-
ally, the user marks out the object in a range image or a ate camera_posmqn and then specifies foreground and_back—
rendered image of a point model by a closed region and an 9round regions with yellow and cyan strokes respectively
automatic segmentation algorithm is run within this closed (Figure1(c)). As a result of this, the desired foreground ob-
space KCO0Z]. Another approach is to reconstruct surfaces 1€ct is fully or partially selected (Figuri(d)). To refine the

out of point models and use mesh segmentation algorithms selectl.on (possibly to select points hlldden in th|§ .V|ew), the
like Shock graphs3$KKO1], medial axis [K01] and Reeb user simply moves the camera to a different posmon_ gnd re-
graphs HSKKO1]. Besides being expensive, surface recon- peats the process. Alternatively, the user can explicitly re-

struction is not robust for noisy or sparse data like that ob- MOVe oradd points by circling them (Figu#d)). If the user
tained by scanning outdoor environments. is not satisfied with the results of the segmentation, he/she

can undo the operation. FiguBedemonstrates the user in-
The rest of the paper is organized as follows: we provide terface of our system.

(© The Eurographics Association 2005.



X. Yuan et al. / Sketch-based Segmentation of Scanned @&deiconment Models

(b)

(d)

Figure 2: Input model and results of over-segmentation. This is a single scam ddrthrop Mall at the University of Min-
nesota. (a) the input colors. Note how the input colors are not caphaitbtllly by the scanner device. (b) the input intensity
(c) the input normals encoded as colors that are obtained by leasesqulane fitting around every point. (d) the result of
over-segmentation. All points in a cluster are given the same color.

When a point model is loaded, an over-segmentation pro- of G, is labeled asF”(foreground) and is part of a s€t or
cedure is carried out on it to make the segmentation process“B"(background) and is part of a ¢ in a valid segmenta-
more efficient, as done ihazy SnappindLSTS04 (Sec- tion. Given some vertices that are labeled either 6r “ B,
tion 5). When the user fixes a camera position to sketch, all other vertices are labeletd”(unknown). The aim is then
the system performs image over-segmentation on the ren- to determind/g andVg such that all vertices i¥g andVg are
dered 2D image of the point model from that camera posi- labeled ‘B” and “F” respectively, and the following energy
tion. After the user hints some foreground and background function is minimized:
regions in the image, our system separates background and
foreground regions using graph cut's on a graph of thg over- E(V) =\ Z\/ R(p) + (1—\) Z B(p.p) (1)
segmented image. Results from this are used to achieve the pie pLhTEN
final segmentation (Sectidh?2). The final result can be fur-

ther refined according to user freehand drawing (Sedtjon where
0 : p="F"
. ) — + : y ="“B”
4. Segmentation and Graph Cuts R(pi) = I dgioo b U ©)
—Ingow o p="U"
We now summarize the formulation of segmentation as a dg' 0 I
graph cuts problem for completeness. A more detailed ex- if o € Ve and
planation can be found irBg07J. Pi € VF,
_ Our system const_ructs a weighted grafﬁh/v_ith two spe- oo i pi=“F"
cial nodes and applies the graph cuts algorithm to it for the R(pi) = 0 : p="“B 3)
3D segmentation process. Constructiopis explained in Pi) = I dp . ey
Section6.1 Let us assume in this section t@t exists with g - P
a weight functionw, (e) on its edges. _
) if pj € Vg, and
For G = (V,E), let N be the set of p,q) pairs, where
p,g €V, p,qare adjacent ii5;. The segmentation problem dpy.p
can be formulated as a graph cuts problem. Every vertex B(pi, pj) = ae 2% 4)
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This is achieved by assigning appropriate weights to the edge weight(cost) for
edges of the graph and finding a minimum-weight edge cut {pi.pj} B(pi. pj) pi, pj & St
of the graph such that the two special nodes are in sepa- A-R(p="“B") p="U"
rate components. The edge weights are assigned as enumer- {sp} 00 p="F
ated in Tablel. Our algorithm performs segmentation in two 0 p="B
passes: in the first pass it performs image segmentation us- N-R(p="“F") p="U"
ing G, and in the second pass it performs 3D segmentation 0 p="F"
by projecting the clusters (;reated by the over-segmentation {pi,t} o p="B
(SectionS). The values oflf', df anddp, p; for G are de- — )
fined in subsequent sections. Table 1: Assigning edge weights for the graph cuts problem.
Notation is as enumerated in Sectiband equationg,3,4.
The following notation is used henceforth: This table is taken from§J0J] and is mentioned here for
Cp : Average color of points/pixels in vertex completeness.
Ni : Average color of points in verteg;
Cs : Initial avg. background color (Sectidhl)
Cr : Initial avg. foreground color (Sectiof 1) on the rendered image to cluster pixels into regions. We
NB : Initial avg. background normal (Secti@nl) use the watershed algorithm to accomplish this, similar
N : Initial avg. foreground normal (Sectidhl) to [LSTS04. We form a graphG; from these 2D clusters.

The clusters form vertices @b and edges are introduced
between adjacent clusters. Two special vertgemdt, are
) ) introduced and edges are added frgnto all vertices, and
5. Preprocessing: Over-segmentation from all vertices tat. Every edgee has a weighiv (e) as

In order to make the overall segmentation process faster, we Summarized in Tablé.
perform two types of over-segmentation on the point model.

First, we perform over-segmentation on the input 3D point 6. Two-step Segmentation
model to accelerate subsequent operations in the pipeline.
The clusters formed as a result of this are used for 3D seg-
mentation. This operation is done only once per model, be-
fore the user begins to navigate it and place strokes.

In this section we explain how segmentation of an object in
a point model is achieved in two steps. As stated before, we
first perform 2D image segmentation on a rendered image of
the scene and use its results for 3D segmentation.

First, we compile a kD-tree for the given points in the
model, based on their 3D positions. For every nadte the

tree, letTy be the subtree rooted at We compute a vector
W, for every node in the tree. As explained in Sectiorb, when the user fixes a cam-

era position with the intention to place strokes, 2D over-
segmentation is performed and a gra@h is compiled.

6.1. Image Segmentation

W, = [nV7dv(max)70V76V] (5) When the user marks foregrou_nd and background regions
using sketched strokes, all vertices@f that overlap those
whereny is the number of points . dymay is the max- ~ Strokes are marked="(foreground) or B'(background) re-
imum Euclidean distance between any two pointdinoy spectively, while all others are markeld *(unknown).
is the standard deviation of the intensities of all point$in We calculateR(p;) as

and®y is the apex angle of the smallest cone that encloses
all normals of points iry.

We define a global threshold vectOoMpreshold = R(pi) = wy Ry (pi) + w2+ Ro(pi) )
[n,ck,ot, 6. During a top-down traversal of the tree, if
W, < Wihreshold (Where < is the element-wise comparison
of two vectors) at a node, we cluster all the points ifly,
else we descend into the child nodeswfThe selection
of Winhreshold Value depends on the properties of the scan
data. We us&Mpreshold = [256,0.25,32,0.2] (obtained em-
pirically) for the results in this paper. In this way, we obtain a
tree whose leaves are the desired clusters. Fig(aeshows
an example of such over-segmentation.

whereR;(pj) are calculated as per equatichand3. For
Ru(pi), d§ = |[Cp —Ce|| andd? = ||Cp — Cg]|, and for
Ro(pi), dg = [|1— (Ni-Ng) || andd‘FJi =1|1—(N;-Ng)||. Dur-
ing initialization, all the vertices marked “F” are further clus-
tered on their colors (and normals), the shortest distance (or
deviation in case of normals) between any two such clusters
is Ce (or Ng). Cg andNg are obtained similarly.

When the user fixes a camera position with the intention B(pi, pj) = i Wi+ Be(pi, pj) @)
K=1

to place strokes, we perform 2D image over-segmentation
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whereBy(pj, pj) are calculated as per equatidnHere,
thedp,p; for all Be(pi, pj) (k= 1,2,3) measure differences
between colors, normals and projected depthg;ind p;
respectively.

When the max-flow min-cut algorithm is run @ in the
above setting, a minimum weight edge cut is produced, in
which every vertex ir5 is labeled F” or “B”. This labeling
is used for the 3D segmentation.

6.2. 3D Segmentation

The results of 2D segmentation represent a subset of all
points that the user desired to select. All 3D clusters ob-
tained earlier (Sectio®) are now projected to the image
plane. Points belonging to clusters that project to the fore-
ground regions are selected. This set of points may represent
a superset of the set of points that the user desired to select,
in the case where the point model is not a simple range scan.
In these cases, our interface allows the user to navigate to
another camera position and de-select the undesired points.
In any case, if an object is not fully visible in any camera po-
sition, the user has to select it in multiple passes of deciding
a camera position and placing strokes.

7. Segmentation Refinement

As our segmentation procedure may include unwanted
points, it is desirable to have an interactive tool for the
user to edit incorrectly classified points. The tool we have
designed for user-guided segmentation refinement is sim-
ilar to the lasso and has been applied to segment volume
data [YZNCO05]. The user draws freehand curves or rectan-
gles to selectively remove or add unwanted objects from the
segmentation result (Figuegd)). Our system achieves this

minutes. 2D image oversegmentation for each view takes
around 03 seconds which depends on the actual size of the
rendering window. The running time for 3D segmentation is
around 05 — 2 seconds. Figurd(b) shows the foreground
and background sketched strokes that the user draws to hint
at segmenting out the stones in the model.

Figure 4(c) shows the result of this operation. After ro-
tating the camera once more and placing some strokes, the
object is fully segmented out, as shown in Figd(d).

Figure5 shows how our segmentation can be used to em-
phasize (or de-emphasize) some objects in a scanned en-
vironment by rendering them non-photorealistically. Once
points representing an object are identified through our seg-
mentation process, the object can be subjected to any mod-
eling operations like remeshing, refining, etc.

9. Discussion and Future Work

Most work on processing point-based models today is on
models of small scanned objects that can be scanned in-
dividually with fairly high precision. Those scanning pro-
cesses are performed indoors and the environments are well
controlled. When large outdoor environments are scanned,
such objects have to be segmented out before any further
processing. Noise and imprecision make such segmentation
challenging. There are also important user interface consid-
erations in such operations, as this operation is usually em-
bedded as a tool in larger systems that process point models
comprehensively. Our method is both easy to implement and
use, and works for general point models.

Noise in data tends to deteriorate results of any process-
ing done on it, and our system is not immune to it. Noise
occurs in our point models due to three reasons: impreci-

refinement by projecting scanned point data objects onto the sion in the range of a scanner, inadequate sampling of the
current viewing plane and checking whether their projec- environment and dynamism of the environment (wind, peo-
tions fall into the region specified by the user. The user can ple walking, etc.). Noise generally occurs at micro-levels,
also adjust viewing angles to get the best editing position for and hence for selecting “rough” objects which are macro-

a particular semantic object.

8. Results

The scanning device used for obtaining the point models
shown in this paper is the Riegl LMS-Z360 3D Imaging
Sensor, which has 12mm precision up to 200m, and outputs
range, intensity and RGB color as images. ®amtWorks
system KGCO04 has been used for rendering. We have per-
formed all our experiments on a Dell Precision 530 worksta-
tion with single Intel Xeon 2.20G Hz CPU, 1GB RAM, 4X
AGP motherboard and a Nvidia GeForce 6800 Ultra graph-
ics card with 256MB memory. Our system is implemented
using MFC, OpenGL, and Cg.

Figure 4 shows our tool working on a scan data set of
the Ephesos excavation site in Turkey. This point model has
2,005,430 points. The 3D oversegmentation takes about 2

entities, it often tends to play only a minor role. When noise
is excessive, a smoothing filter (e.gSBS03) can be used

to tone it down so that results of segmentation are better.
However segmentation of trees is a bigger problem since this
noise is created by their movement. In such cases, the user
can start by segmenting out stable parts like tree trunks and
main branches, and then resort to manual point-grouping to
segment out the noisy and ambiguous tree crown. Such tree
segmentation is very useful in tree-modeling systems based
on scanned datX[GCO05.

There is some work remaining to be done in the segmenta-
tion of general point models. Though the graph cuts method
is effective for such segmentation, there is some “parameter-
tweaking” required to get desired results. A method that
adapts based on the level of noise in the model, the preci-
sion of the model, etc. is highly desirable to free the user
from counter-intuitive changing of parameters. The user can
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(d)

Figure 4: Segmenting out an object using our tool. (a) an input scan model. ép)insut strokes. (c) user works on the
segmentation result of (b), rendered at a different view point. (@ @econd segmentation. User removes extra points by
circling around them in red.

even avail of possible gestures to signal the fuzzier parts References
of a model (like roughly lassoing them) instead of moving
swatches, so that the segmentation automatically adapts it-
self to be more robust in those parts.
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