Vision, Modeling, and Visualization (2010)

Geometry-aware video registration

Gianpalo Palma’ !, Marco CallieriZ, Matteo Dellepianez, Massimiliano Corsini>, Roberto Scopigno2

IDepartment of Computer Science, University of Pisa, Italy
2Visual Computing Lab, ISTI-CNR, Pisa, Italy

Abstract

We present a new method for the accurate registration of video sequences of a real object over its dense triangular
mesh. The goal is to obtain an accurate video-to-geometry registration to allow the bidirectional data transfer
between the 3D model and the video using the perspective projection defined by the camera model. Our solution
uses two different approaches: feature-based registration by KLT video tracking, and statistic-based registration
by maximizing the Mutual Information (MI) between the gradient of the frame and the gradient of the rendering
of the 3D model with some illumination related properties, such as surface normals and ambient occlusion. While
the first approach allows a fast registration of short sequences with simple camera movements, the MI is used to
correct the drift problem that KLT tracker produces over long sequences, due to the incremental tracking and the
camera motion. We demonstrate, using synthetic sequences, that the alignment error obtained with our method
is smaller than the one introduced by KLT, and we show the results of some interesting and challenging real
sequences of objects of different sizes, acquired under different conditions.

Categories and Subject Descriptors (according to ACM CCS): 1.4.1 [Image Processing and Computer Vision]: Dig-
italization and Image Capture 1.4.8 [Image Processing and Computer Vision]: Scene Analysis

1. Introduction video and the 3D model is bound to fail. This problem re-
mains even using more advanced methods of structure from
motion [PGV*04] or state-of-the-art camera tracking soft-
ware [TB09].

The camera tracking problem has been extensively studied
in the last few years, and several interesting and robust so-
lutions have been proposed. The purpose is to identify and

track the most salient 2D features of the video and to use
these features and their trajectories to recover the motion of
the camera and some three-dimensional information about
the scene.

Due to the main aim of these techniques, which is to pro-
vide a way to render additional elements inside a real-world
video, the camera motion and scene information recovered
by these approaches are correct up to a scale factor that de-
pends on the characteristics of the scene and of the camera
motion and that is difficult to evaluate. Additionally, in most
cases, this scale is non-linear and changes in time and even
across the scene. While using this type of data it is possi-
ble to render a 3D model as an additional component of the
scene, every attempt to project/unproject data between the
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On the other side, the alignment (registration) of a 2D
image with a 3D model is a very well know issue in
the computer graphics field. Different solutions, both semi-
automatic and completely automatic, have been proposed
in the late years, which are able to align images to dense
geometries coming, for example, from 3D scanning. How-
ever, despite the availability of such methods, the trivial idea
of applying the semi-automatic or even the more automatic
methods for 2D-to-3D registration to each and every frame
of the video would result in a high computation time.

Given the amount of works in the 3D computer graphics
field which make a profitable use of 3D-registered images to
enrich digital models, being able to exploit the advantages
of video sequences (frame-to-frame coherence, redundancy
of data) could be a great help in different applications. If
an accurate registration of the video on the 3D model is ob-
tained, the bi-directional data transfer could be used for a
number of interesting applications (color transfer, estimation
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of reflectance properties, recording of appearance-varying
scenes). Up to now, no solutions have been proposed to ac-
curately align a video sequence over a mesh using the redun-
dancy and the high frame-to-frame coherence of the video.

This paper presents a method to efficiently but accurately
align a video sequence to a dense 3D geometry, combining
the speed and flexibility of the feature-based tracking and
the high precision and geometrical consistency of the im-
age registration approaches. The proposed method combines
the KLT tracking with a state-of-the-art image registration
technique based on Mutual Information [CDPS09], a statis-
tical measure of the information shared by the image and a
rendering of the model. These two approaches can be con-
sidered as orthogonal, since they deal with different infor-
mation extracted from data (feature vs. statistical analysis).
Both the approaches are needed because the MI corrects the
drifting effect of KLT tracking, while KLT tracking speeds
up the registration and controls the convergence of MI to-
wards good camera parameters.

2. Related Work

The work proposed in this paper is related to two important
and different topics: camera tracking by point features and
image-to-geometry registration. In this section we summa-
rize the state-of-art of these topics.

2.1. Camera Tracking

The camera tracking based on point features is important
and intensively studied in the field of Augment Reality. The
more challenging aspect is the detection and the tracking of
image features and the creation of correspondences between
2D features and their 3D coordinates.

Some solutions proposed a marker-based tracking, where
artificially designed markers, easy to detect with image pro-
cessing algorithms, are used to simplify the detection and the
creation of 2D-3D correspondences [NF05] [KB99]. Even
if the detection and tracking of markers are very reliable,
in some cases the preparation of the scene with them is not
possible. In such cases, a markerless tracking based on the
natural features of the environment can be used.

The markerless tracking is based on two components: a
feature detector and a feature descriptor for matching. A
good detector should be repeatable and reliable. Repeatabil-
ity means that the same feature can be detected in different
images. Reliability means that the detected point should be
distinctive enough so that the number of its matching candi-
dates is small. Several detectors have been designed: rotation
invariant [HS88]; scale invariant [MSO01] [Low99]; affine in-
variant [TGOO]. A descriptor should be invariant to rotation,
scale, affine transformation and changes of illumination so
that the same feature on different images could be char-
acterized by almost the same values. Some common solu-
tions are Sum of Square Differences (SSD) and Normalized

Cross Correlation (NCC) of patches around the feature, SIFT
descriptor [Low99], with its different versions, and SURF
descriptor [BTGO6]. A recent framework with SURF local
tracking was proposed in [TCGP09].

The KLT tracker, presented in [ST94], is a specific tracker
for video sequences which uses the high frame-to-frame
data coherence. It extends the local estimation of optical
flow proposed in [LKS81] to track a template patch under
an affine transformation model with the assumption of small
brightness changes between consecutive frames. This type of
tracking presents a drift problem due to several causes: im-
age noise, geometric distortion, illumination changes, occlu-
sions, fast camera movements, 3D features which leave the
camera’s field of view and reappear after in the sequence.
Different solutions were proposed to compensate illumina-
tion changes [ZZCWO07] [JFSO1] and merge unconnected
features track [CVGO04] [THWSO08]. A further extension of
KLT tracker was proposed by Dame [DMO09], where the SSD
is substituted by MI for the feature matching between im-
ages.

2.2. Image-to-Geometry Registration

The image-to-geometry registration allows to align one or
more images of an object taken at different times and from
different viewpoints to the geometry of the object itself. Ro-
bust manual approaches have been proposed [FDG*05] for
general cases, where an interactive tool allows to select a
set of correspondences both between the 3D model and an
image, and between images, in order to minimize the user
intervention.

On the other side, the creation of automatic registration
procedures is more challenging. This goal can be achieved
by analyzing the image features [NK99] or using the re-
flectance value acquired during scanning [IOT*07]. These
semi-automatic approaches need a preliminary calibration
of the intrinsics of the camera, and require a constant il-
lumination for all images. Another approach relies on the
analysis of the silhouette of the object [LHS00]. Unfortu-
nately, the use of silhouette matching has two important lim-
itations: it must be easy to distinguish the object with respect
to the background and this needs controlled setup acquisi-
tion or a time-consuming manual or automatic preprocess-
ing; the object must be entirely present inside each image.
A recent work for 3D-3D and 2D-3D automatic registra-
tion [LSY*06] can be applied in a more general case, but
under the assumption that the 3D scene contains clusters of
vertical and horizontal lines, like urban scenes. An more ro-
bust extension for indoor environment was proposed by Li
et al. [LLO9], where the lack of features on large uniform
surfaces are resolved by projection of special light patterns
to artificially introduce new features.

Other methods for automatic registration are based on
the maximization of Mutual Information. The first meth-
ods proposing this technique were developed by Viola and
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Wells [VW97] and by Maes et al. [MCV*97]. The Viola’s
alignment approach uses the mutual information between the
surface normal and the image brightness to correlate shading
variations of the image with the surface of the model. Lev-
enton et al. [LWG97] extended this alignment framework to
use multiple views of the object when a single image does
not provide enough information. Since then, several regis-
tration methods based on MI have been proposed, especially
for medical images [PMVO03]. A more recent approach was
proposed in [CDPS09], where Viola’s approach is extended
using several types of rendering, such as ambient occlusion,
normal map, reflection map, and combined versions of them,
with a new optimization strategy based on the recent algo-
rithm NEWUOA [Pow08].

3. Video Registration

Our algorithm assumes a perspective camera model defined
by two groups of parameters: intrinsic parameters related to
the internal characteristics of the camera; extrinsic parame-
ters associated with the position and the orientation of the
camera in the space. The intrinsic camera parameters, ex-
cept for the focal length and the lens radial distortion, are as-
sumed as being pre-determined. More specifically, the skew
factor is assumed to be zero, the principal point is set as the
center of the image and the horizontal and vertical scale fac-
tors are assumed to be known from the image resolution and
the CCD dimensions. The focal length is assumed constant
for the whole video sequence and it is estimated only for
the first frame. The lens radial distortion is estimated only
once, using a single frame of a black and white checker-
board to automatically extract the position of the corners
to give in input to the camera calibration method defined
in [Tsa87] in the case of coplanar points. The extrinsic pa-
rameters define the rotation matrix, parameterized by the
Euler angles (6y,0y,8;), and the translation vector (ty,ty,1;)
that are needed to transform the camera coordinate system
into the world coordinate system.

The algorithm takes in input a video sequence of the ob-
ject acquired with a constant zoom factor and a dense tri-
angular mesh of this object; then, it computes the camera
parameters for each frame. The algorithm is composed by
two tasks, the feature-based registration and the registration
by MI, preceded by a preprocessing step to extract the 2D
features tracks from the video.

3.1. Preprocessing

The output of the preprocessing is composed by the camera
parameters of the first frame and the 2D features tracks ex-
tracted by the video. First of all, the video is deinterlaced
(if necessary), and noise is removed by bilateral filtering in
order to allow a more robust 2D features tracking. Then the
radial distortion introduced by the camera lens is eliminated
from all frames.
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Starting from the processed frames, we execute the last
two subtasks to produce the needed data for the algorithm.
The first subtask is the alignment of the first frame over the
3D model by manual selection of a set of 2D-3D correspon-
dences to use in the Tsai’s calibration method [FDG*05],
followed by a further refinement with the MI [CDPS09]. In
this way, the focal length and the extrinsic parameters of the
first camera are computed. The second subtask is the extrac-
tion and saving of the 2D feature tracks of the video by us-
ing the Voodoo Camera Tracker tool [TB09]. This tool uses
a KLT tracker to detect and track the features and applies a
RANSAC approach to make a robust estimation of the fun-
damental matrix by eliminating the outliers.

3.2. Registration algorithm

The registration algorithm works in an incremental manner:
to align the i-th frame, we start from the registration of the
(i — 1)-th frame. From the camera parameters of the previ-
ous frame and the 2D features tracking information, we ex-
tract a set S of 2D-3D correspondences to solve a non-linear
least square problem to compute the camera pose with the
Levenberg-Marquardt algorithm. For the extraction of the
set S we compute a validity mask from the depth map of the
frame F;_ ;. This mask allows to discard all the 2D features
of the frame F; with a corresponding 2D point in the previous
frames that does not belong to the object or that lie near to
depth discontinuities. Then for all valid 2D features, we as-
sign the 3D point computed by projection the corresponding
2D features in the frame F;_ onto the 3D model.

To estimate the quality of the registration, given the set S
of 2D-3D correspondences (m, M) and the camera projection
matrix P, we compute an alignment error E:

E— L Y d(M.P"'m) (1)

|S‘ (m,M)

where the function d computes the geometric distance be-
tween the 3D point assigned to the 2D features by the previ-
ous frame and the 3D point computed by backward projec-
tion of the 2D features with the camera P onto the 3D model.
We compute the error E as the average distance of 3D points
keeping constant the 2D features positions. The averaging
permits to have a comparable error for all frames because
the number of correspondences is not constant during the
sequence. If the alignment error E is above a threshold, we
apply the registration by MI. This threshold is adaptive and
is proportional to the objects surface area sampled by a sin-
gle pixel of the camera. To be more precise, it is equal to
the ratio between the width of the camera frustum at the dis-
tance of the object from the camera center and the width in
pixels of the image. The distance of the object from the cam-
era center is computed as the average between the near and
the far plane of the camera to display only the portion of the
object in the frustum.

After the alignment by MI, we recompute the correct 2D-
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3D correspondences of the current camera needed for the
registration of the following frames. Subsequently, we up-
date all cameras between the current frame F; and the last
one F;_j aligned by MI. For each camera in this interval
we extract the correspondences with the frames F; and, for
those cameras which have a minimum number of correspon-
dences, we recompute new extrinsic parameters with the
Levenberg-Marquardt algorithm based on the 2D features
shared with the frame F;. Finally, for each of these frames
we linearly interpolate the new extrinsic camera parameters
with those computed before with the forward tracking. With
this step, we obtain a continuous and smooth camera path
without gaps. The final task of the algorithm is to update the
set of 2D-3D correspondences with the new 2D features of
the current frame which were not detected in the previous
frame.

For each frame this process is iterated until the set of 2D-
3D correspondences is updated with the addition of the new
2D features.

3.3. Registration by Mutual Information

Mutual Information measures the information shared by two
random variables A and B. Mathematically, this can be ex-
pressed using entropy or joint probability. Following this in-
terpretation, the Mutual Information MZ between two im-
ages I4 and Ip can be defined as:

¥ paiop( 20
MI(Iy,Ip) = (;b)p( ;b)log ( (@ p(b)) @

where p(a,b) is the joint probability of the event (a,b), p(a)
is the probability that a pixel of I4 gets value a and p(b)
is the probability that a pixel of Iz gets value b. The joint
probability distribution can be estimated easily by evaluating
the joint histogram (#) of the two images and then dividing
the number of occurrences of each entry by the total number
of pixels. A joint histogram is a bi-dimensional histogram
made up of n X n bins; the occurrence (a,b) is associated
with the bin (i, j) where i = |a/m| and j = |b/m] and m is
the width of the bin. We use a joint histogram of 256 x 256
bins.

We extend the approach proposed in [CDPS09]. We gen-
erate a rendering of the 3D model with some illumination
related properties given the current camera parameters, we
compute the image gradient of the rendering and the im-
age gradient of the frame and then we evaluate the mutual
information of these gradient maps (Figure 1). An iterative
optimization algorithm updates the camera parameters and
recalculates MI until the registration is achieved. The image
gradient is computed by applying the Sobel operator to the
images’ CIE luminance.

For the rendering of the 3D model we combine the infor-
mation provided by the ambient occlusion and the normal
map, as suggested in [CDPS09]. The ambient occlusion is

precalculated and stored in the 3D model as per-vertex color.
During the rendering the value of ambient occlusion is in-
terpolated by Gouraud shading among the triangle vertices.
The final color C is obtained by weighting the normal map
Cy with the value C4 of the ambient occlusion map (that is
normalized between 0.0 and 1.0):

Cr = (1—=C4)Ca+CoCpx
Cy (1 —CA)CA +CACNy 3)

C;

1—(C2+C2)

For the iterative optimization we use the algorithm
NEWUOA. This algorithm iteratively minimizes a function
F(x), x € R", by approximating it with a quadric Q. A trust
region procedure adjusts the variables looking for the min-
imum of Q, while new values of the function improve the
approximation.

Figure 1: (Top-Left) Video frame. (Top-Right) Rendering
of the 3D model with normal map and ambient occlusion.
(Bottom-Left) Gradient map of the frame. (Bottom-Right)
Gradient map of the rendering.

4. Results

In this section we present the results for two different types
of input sequences: a synthetic video to evaluate the regis-
tration error and the effectiveness of the method, and a set of
real video sequences of objects of different sizes.

4.1. Synthetic sequences

We prepared a synthetic video sequence of 400 frames with
known camera parameters to evaluate the quality and the
precision of the registration of the proposed method. We
compared the camera estimated by our method and the cam-
era estimated only with KLT tracking data. In this sequence
we render a colored 3D model (200k faces) of a medium
height (50 cm) statue of a shepherd in a complex lighting
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Figure 2: Charts of the registration errors: KLT + MI registration (blu line); KLT registration (orange line).

environment, composed by an area light and an environment
map, simulating a set of possible effects, like motion blur,
jittering, noise and unstable lighting conditions, that char-
acterize a real video sequence due to the environment, the
camera characteristic and the type of camera motion.

For each frame we show in the Figure 2 the charts of
four different types of misalignment measures of the cam-
eras, which are estimated with our method (blue line) and
with only the KLT tracking data (orange line), with respect
to the real camera. The chart 2a shows the distance in mil-
limeters of the position of the estimated camera from the real
one. The chart 2b shows the angle of the quaternion which
defines the rotation needed to align the orientation of the es-
timated camera with the real camera. The chart 2d shows the
error in radiant of the roll angle of camera around the opti-
cal axis. The chart 2c shows the projection error, which is
computed by projecting a set of points uniformly distributed
over the surface of the object in image space and calculating
the average distance between the image points obtained by
the real camera and the image points obtained by the esti-
mated camera. The graphs show that the estimation of the
cameras with the proposed method is better and less sensi-
tive to the drift problem with respect to the camera recovered
only with the tracking data. This is particularly evident in the
chart 2d. Another advantage of our method is the very low
and stable projection error (chart 2c). The analysis of the
charts 2a and 2b requires more attention, especially between
the frames 250 and 280. In this interval our method recovers
a camera position and orientation with a bigger error than
the camera estimate with only the tracking data, but on the
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Figure 4: Registration results obtained in the synthetic se-
quence with KLT (Left) and KLT+MI (Right): frame 80
(Top); frame 264 (Center); detail of the frame 264 (Bottom).
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Figure 3: Comparison of the registration obtained in 3 different real sequences: Dog, frame 290 (Top); Shepherd, frame 400

(Center); Ara Pacis, frame 740 (Bottom)

other hand the projection error is lower. This behavior is due
to the statistical nature of the registration by MI that in this
case converges towards a camera which is quite far away in
space from the real camera, but very similar from the point
of view of the projection as we can see in the chart 2¢c and in
the Figure 4.

4.2. Real-world sequences

We took four real sequences of different objects of known
geometry acquired by 3D scanning: a dog’s small statue
(about 20 centimeters in height); a shepherd’s statue (about
50 centimeters); a marble reproduction of an Ara-Pacis’ bas-
relief (about 2 meters); the Nettuno statue (about 6 meters)
situated in the fountain on Piazza della Signoria in Florence.
The sequences were acquired with a consumer video cam-
era with standard PAL resolution of 720 x 576 pixels and
using a constant zoom factor. In Figure 3, we show a visual
comparison on a specific frame of the results obtained by
the proposed registration algorithm and the results obtained
using only the tracking data. A detail of the frame is shown
to better visualize the misalignment. These results show the
significant improvement introduced by the use of the MI.

Figure 5: Results on Nettuno sequence obtained by KLT reg-
istration (Left) and KLT+MI registration (Right): frame 20,
before the occlusion (Top); frame 200, after the occlusion
(Bottom).
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The results obtained in the sequence of the Nettuno statue
are very interesting (Figure 5). In this sequence a major oc-
clusion appears during the video. We don’t apply any strat-
egy to discard the features that appear on the occluder object
during the occlusion. As we can see in Figure 5, using only
the tracking data does not allow to estimate the camera due
to the incorrect correspondences and the incremental work-
ing of the registration. Conversely, our algorithm permits to
preserve a good alignment even if the final registration is
not very precise. In the specific, our algorithm estimates an
unstable camera during the occlusion, but in the subsequent
frames it is able to recover a good registration. Conversely,
using only the tracking data, we completely lose the registra-
tion. In this case a further improvement in the precision of
the registration can be obtained implementing a strategy to
automatically discard the features on the occluders, taking
into account the camera motion and the error information
returned by the algorithm for each 2D-3D correspondence.

For all sequences, we present in Table 1 some data about
the length of the sequence, the 3D model used for the regis-
tration, the time required for the preprocessing of the video
(deinterlace, denoise, removing of the lens distortion and
tracking) and for the computation of the registration param-
eters, and, finally, on how many frames we apply the regis-
tration by MI. The tests have been executed on a Intel Core2
Quad Q9400 with 4GB of RAM and a NVIDIA GTX260
896MB. From the table we can note the highest preprocess-
ing time in the sequence of Shepherd’s statue and the highest
registration time in the sequence of the Ara Pacis’ bas-relief.
The former is due to the high number of features to track in
the video, the last is due to the alignment by MI that requires
more iterations of the optimization algorithm NEWOUA to
converge for each frames.

5. Conclusion and future work

We presented a new algorithm for the registration of a video
sequence of a real object over its dense digital represen-
tation, taking advantage of the high frame-to-frame coher-
ence. We put together the strong-points of two different
alignment approaches: feature-based by KLT video tracking;
statistical-based by maximizing the MI between the gradient
map of the frames and the gradient map of the rendering of
the 3D model with two illumination related properties, nor-
mals and ambient occlusion values. The registration by MI
is able to correct the drift problem introduced by the KLT
tracker in long and complex sequences, while KLT track-
ing speeds up the registration and controls the convergence
of MI towards good camera parameters. We demonstrated
the accuracy of the registration of our algorithm with respect
to the KLT tracking on a synthetic sequence. Results are ex-
tremely positive, especially for the very low projection error.
Then, we showed the results obtained on four different real
video sequences of objects of different sizes.

The algorithm can be useful in the applications that use
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the bi-directional data transfer between the 3D model and the
video, like color transfer, estimation of reflectance properties
and recording of appearance-varying scenes.

As future work, the algorithm can be improved in three
different aspects. The first is the improvement of the regis-
tration in the case of major occlusion, like in the sequence
of the Nettuno statue. A possible solution could be to au-
tomatically delete the 2D features on the occluders taking
into account several info, like the camera motion or the error
info returned by the algorithm for each 2D-3D correspon-
dence, or implementing a multi-step registration algorithm
with several step of forward and backward registration. An-
other improvement is the GPU implementation of some por-
tions of the algorithm, like the computation of the MI, in
order to speed up the methods. The last improvement can be
the possibility to make the entire algorithm completely auto-
matic, removing the need of an initial manual alignment of
the first frame.
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