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Abstract

Bokeh is important for the realism and aesthetics of graphical rendering, but hard to simulate. In this paper, we
propose a novel method that conceptually shoots a 3D display with a physical camera. While a high-quality 3D
display is not available, we render the 3D scene layer by layer on a 2D display, and shoot each rendered layer with
a physical camera whose focus is adjusted to produce the right amount of blurs. The pure colours and opacities
of each layer are extracted by a matting technique and then combined into a single image by alpha blending. The
proposed method provides an alternative to bokeh simulation by purely computational algorithms.

Categories and Subject Descriptors (according to ACM CCS): 1.3.3 [Computer graphics]: Picture/Image

Generation—Viewing algorithms

1. Introduction

In photography, the Japanese word bokeh refers to the blur,
or the aesthetic quality of the blur in out-of-focus areas of a
photograph. In computer graphics, the bokeh is traditionally
simulated by purely computational algorithms that are either
slow or produce unrealistic results. In this paper, we propose
a novel method that employs a physical lens to synthesize
bokeh effects.

The basic idea of the proposed method is to render a vir-
tual scene on a 3D display and then shoot the 3D display
with a physical lens. While a high-quality 3D display is still
not available, we construct a pseudo 3D display with a 2D
display that is visible through a camera. This is done by strat-
ifying the 3D scene and rendering the scene layer by layer
against two different backgrounds. We fix a camera in front
of the 2D display, as shown in Fig. 1, fix its aperture and
shutter speed, and shoot the 2D display with the lens’ focus
set properly, so that the right amount of blurs is produced.
A matting technique is then used to extract the pure colours
and opacities of the scene layers from pairs of photographs.
Finally, a single image is synthesized by combining all ex-
tracted images using alpha blending.

By inserting a physical lens into the rendering pipeline,
the proposed method automatically includes various optical
effects, which create realistic bokeh. The physical lens “cal-
culates” the complex optical effects with instant real-world
physics, and the computer only needs to do several passes of
ray tracing and per-pixel image processing to achieve a real-
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Figure 1: The hardware settings of the proposed method.

istic result. Therefore, the computational complexity is low.
The proposed method provides an alternative to bokeh sim-
ulation by purely computational algorithms. Its feasibility is
shown by preliminary experimental results.

2. Literature review

Algorithms proposed for bokeh simulation [BHK*03a,
BHK*03b, BK08, Dem04] can be classed coarsely into ob-
ject space and image space algorithms.

Object space algorithms calculate bokeh effects directly
from 3D representations of virtual scenes. The distributed
ray tracing algorithm [CPC84] traces a bunch of rays em-
anating from each pixel and through points distributed on
the lens and calculates the colour of each pixel as the aver-
age of the colours of all rays. To improve the efficiency of
the distributed ray tracing, Lee et al. [LES09,LES10] used a
depth peeling technique [Eve01] to compute an intermediate
multi-layer 2.5D representation of the scene. They then in-
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tersected rays with the simpler 2.5D representation instead
of the 3D representation. Kolb et al. [KMH95] and Wu et
al. [WZH™10] traced rays through a multi-element optical
lens to produce a real lens’ optical aberrations. Steinert et
al. [SDHL11] further incorporated insights from geomet-
rical diffraction theory to simulate advanced photographic
phenomena. The multi-pass rasterization algorithm [HA90,
NDWO94] approximates the distributed ray tracing by ren-
dering and averaging multiple pin-hole images using the z
buffer and accumulation buffer. With the knowledge of the
3D scene, object space algorithms can correctly calculate
visibilities and produce high quality renderings, but they are
generally slow.

Image space algorithms synthesize bokeh effects from a
2D pin-hole rendering and its companion depth map. The
scatter algorithm [PC81] scatters each pixel’s colour into its
neighbours according to the pixel’s depth value. To avoid
background colours from being blended into mid-ground
in-focus pixels, the pixels’ colours are generally mixed in
front-to-back order [Dem04]. The gather algorithm [Rok96,
GKO07,ZCP07,LKC08,MVLO00], on the contrary, blurs each
pixel by gathering colours from its neighbours. To mitigate
visual artifacts caused by blur discontinuity and intensity
leakage, some gather algorithms [KLO06, KB07, KTB09]
decompose the pin-hole image into multiple layers accord-
ing to the pixels’ depth values, and then blur each layer sep-
arately. Kraus and Strengert [KS07] implemented the multi-
layer algorithm on GPUs to achieve interactive performance.
Image space algorithms are generally fast, but the results are
rather coarse since they do not explicitly model a physical
lens and calculate light/lens interactions.

Our algorithm uses the depth peeling technique, belong-
ing to object space algorithms, to render stratified images,
which helps it to tackle visibility issues, and then merges
the blurred layers like a multi-layer image space algorithm.
Unlike the image space algorithms, the opacity of a pixel
blurred by a physical lens is not available. We discover the
opacity by a matting technique before alpha blending.

3. Pseudo 3D display

Ideally, we would render a virtual scene on a high quality
3D display, and then shoot the display with a physical cam-
era. However, such a display is not available yet with current
technology. Therefore, we have to work with an available 2D
display. To extend the 2D display in the depth dimension,
we stratify the 3D scene and render the scene layer by layer
against two different backgrounds. The scene layers are shot
by a physical camera (see Sec. 4) and then the photographs
are merged into a single 2D image of the scene using matting
(see Sec. 5) and alpha blending (see Sec. 6) techniques.

With a thin lens model, an out-of-focus point P is pro-
jected into a circle of confusion (COC), as shown in Fig. 2.
Supposing that the lens is focused at a distance uy from the

Figure 2: Computing the circle of confusion. 1 stands for
image sensor, F for focal plane.

lens, we have the following system of equations

Ty ST M

where 7. stands for the COC’s radius, A for the aperture’s
radius, f for the focal length of the lens, v¢ for the lens-to-
film distance, u for the distance from P to the lens, and v for
the distance from P’s sharp image to the lens. The aperture’s
radius can be calculated from the f-number Ny as

f
=_——. 2
W, 6)
Solving Equ. (1) we get
A .
rc:ﬂ(i_l>7 3)
ur—f \uy u

where r. > 0 if P is behind the focal plane, r. = 0 if P is on
the focal plane, and r. < O if P is in front of the focal plane.

We stratify the scene into layers according to the object-
to-lens distance (depth), such that (1) pixels in each layer has
similar blurs, or their r. values are within a small range, and
(2) the r¢ values at the centers (as defined below) of neigh-
bour layers differ by a constant 6. To facilitate description,
we introduce the concept of continuous layer [, which is a
measurement of the depth u in terms of r¢:

A .

l(u)zﬁzﬂ(i_l) (4)
6 o(up—f) \us u

Reversely, we can calculate the depth u from the continuous

layer [ as

Afu
u(l)y=—>-2F ©)
Af—lo(up—f)
A (discrete) layer [ spans the depth range
[u(l—05),u(l+05+10)], fori=---,-2,-1,0,1,2,---,

where [ is a user designated constant. The depth at u (l)
is called the center of layer [, the depths at u (f — 0.5) and
u (f + 0.5) are called the front and back ends of the layer,
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and the depth range [u(/+0.5),u(I+0.5+1)) is called
the transitive range. The scene layer between the front
and back ends are rendered as it is; the scene layer in the
transitive range is dissolved into the background linearly to
the / value. For layer I, the rendered colour is therefore

cs if1—05<1(u)<i+05
c=1{ acs+(1—)cp ifi4+05<1(u)<I+05+0 ,
Ck otherwise

(6)
where o = (i—l(u)+f+0.5)/[, ¢s is the scene colour,
and ¢y is the background colour. Figure 3 illustrates the
scene stratification conceptually, where solid blue stands for
the pure scene colour, solid white for the pure background
colour, and bright blue for a mixture of scene and back-
ground colours.

u(-1)
u(-2)

u(2.75) u(2)

u(1) u(o)

Figure 3: A conceptual illustration of scene layers.

The mixture of the scene colour and the background
colour will be translated into translucency by matting, as
explained in Sec. 5. The closer the mixed colour is to the
background, the more transparent a pixel will be. When al-
pha blending, as explained in Sec. 6, is used to merge the
layers, a front layer will be mixed with its immediate back
layer in the transitive range, with the front layer fading out
and the back layer fading in. In this manner, smooth transi-
tions between layers can be created. We did not dissolve the
front end, because this could cause severe visibility errors.

4. Shooting screen

In the proposed method, bokeh is produced by a physical
lens. To this end, we shoot the screen with a camera fixed
in front of the screen, whose optical axis is perpendicular to
the screen, as shown in Fig. 1. This hardware is easy to set
up, because no large mechanical moving parts are required.
We shoot all scene layers with the same focal length, aper-
ture and shutter speed to obtain consistent bokeh effects in a
single synthesized image. Different object distances, which
produce different degrees of blurs, are simulated by adjust-
ing the lens’ focus. In this way, a wide range of foreground
and background bokeh from near to the lens to infinity can
be simulated by turning the focus ring of the lens by a lim-
ited angle.

The foreground bokeh (bokeh of objects in front of the
focal plane) are produced by focusing the lens behind the
screen, and the background bokeh (bokeh of objects behind
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the focal plane) are produced by focusing the lens in front of
the screen. For a layer [ displayed on a screen, the physical
lens’ focus is adjusted, so that the COC of a point on the
screen has the same size as the COC of a point at the layer
center produced by the desired virtual camera. That is

re=re (u(l)). )

Here and in the sequel, bold fonts are used to denote mea-
surements in the physical world. We use the approximate
thin lens model to solve for the focus ug that produces the
COC size given by Equ. (7). As shown in Fig. 4, once a cam-
era is fixed in front of the screen S, the distance dyg from the
image sensor I to the screen S can be measured with a ruler.
Letting u denote the distance from the lens to the screen, we
have

1 1 1
— = . 8
ug d[s —u f ( )
Solving for u, we get
fllf
=dig — . 9
u=dis— ()]

Replacing u in Equ. (3) with Equ. (9) and with some manip-
ulations we get a quadric equation:

Aug” + Bug + € =0, (10)
where
A = redyg — ref + Af
B = ref? — 2redygf — Adysf . an
¢= I‘cdlsfz + Ad[sf2

Solving Equ. (10), we get two solutions, one of which is
valid for the focus that produces COCs with radius re:

b ~B VB 4e
f= ——F——.
2

The other solution that is very close to the lens is physically
invalid.

12)

Figure 4: Computing the focus producing a given size of
COC. 1 stands for image sensor, F for focal plane, and S for
screen.

An accurately in-focus photograph of the screen gener-
ally suffers from moiré patterns. When shooting the in-focus
layer 0, we defocus the lens slightly to an extent that removes
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the moiré patterns but does not impair the sharpness of the
photograph.

As shown in Fig. 5, if the camera is refocused on a plane F
in front of the screen to obtain background bokeh by moving
the lens away from the image sensor, the screen’s image is
magnified compared with the standard settings. Similarly, if
the camera is refocused on a plane behind the screen to ob-
tain foreground blurs by moving the lens near to the image
sensor, the screen’s image is minified. We must compensate
for the change of the lens’ magnification, so that different
layers can be combined seamlessly.

When the camera is focused on the screen, the
object/screen-to-lens distance is called the standard object
distance ug, and the image-sensor-to-lens distance is called
the standard image distance vs, as shown in Fig. 5. Using
the thin lens equation, we have

1,1 _1
{ us+vs f . (13)
Us + Vs :dIS

Solving the above equation we get

u dISJr\/ d15274fdls
S - 2

Vs

_ dig—+/dis®> —4fdys
- 2

Let S denote the size of an object on the screen, and s the

Figure 5: The change of magnification on refocusing. 1
stands for image sensor, ¥ for focal plane, and S for screen.

size of its image when the camera is focused on the screen.
We have
S Vs

S N Ug ’
When the camera is refocused at ug according to Equ. (12),
the new image-sensor-to-lens distance v¢ can be computed
as

15)

v ot (16)

ug — f
Let Av = vg — vs, and then Av < 0 when the focus is be-
hind the screen and Av > 0 when the focus is in front of the
screen. We consider the intersection between the image sen-
sor and the line passing through a point on the screen and
the optical center of the lens to be the center of the point’s

blurred image. Letting s¢ denote the size of the same object’s
image after refocusing, we have
st Vst+Ay
S Us — Av ’

a7

Comparing Equations (15) and (17), the images can be com-
bined seamlessly if the images are scaled by the compensat-
ing factor

_ Ys(Us—Av) (18)
Us (Vs + Av)
An optical lens has a larger field of view (FOV) than a
pin-hole at the optical center. The extra FOV of the physi-
cal camera can be covered by enlarging the virtual pin-hole
camera’s FOV slightly, so that the photographs are correct
around their margins.

5. Matting

According to Smith and Blinn’s theory [SB96], the per-pixel
pure colour and opacity of a translucent object can be solved
from photographs of the object against two known back-
grounds, if the background colours have a non-zero distance
at every pixel. This matting technique was derived from the
blue screen matting that is widely used in film and video
industries. In this paper, we deliberately blend renderings
with known constant colours by computational algorithms
(see Sec. 3) and a physical lens (see Sec. 4) to trace trans-
parencies. Dark blue and dark green are currently used, al-
though the choice of backgrounds is worth further investiga-
tion. We then employ the matting technique to solve for the
pure scene colours and opacities.

Formally, each photograph pixel C, = [Rp,Gp,B,,]T re-
trieved from the camera is viewed as a composite of the
pure scene colour, Cs = [Ry, Gy, B S]T, which is pre-multiplied
by the opacity o, and the known background colour Cj, =
[Rk>Gk:Bk]T:

Cp=Cs+(1—04)Cy. (19)

Each scene layer is rendered against two different constant
backgrounds with colours Cy, and Cy,, respectively. We then
take a picture for each of the renderings. The per-pixel colour
of the photographs are denoted by Cp, and C,, respectively.
Combining the two sets of equations from the two pho-
tographs, and expressing them in a matrix form, we get an
over-determined system of linear equations:

1 0 0 —Ry, Rp, — Ry,
01 0 —G Gp, — Gy,
0 0 1 —B ¢ 1| Bp—B
1 0 0 —sz l: Ols :| o sz —sz - 20
0 1 0 —Gy Gp, — Gy,
0 0 1 —B Bp, — By,

Solving the above system of equations with the method of
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least squares, we get

(Cm —Cp, )T (Ck] _Ckz)

oy =1—
’ HC’fl 7C"2||2

(e2))
Cs=

(Cp1+Cp2)—(1—0)(Cy +Ci, )
2

6. Image blending

After the matting operations, we get M images with per-pixel
opacities, which are to be combined by alpha blending. Let
C; and o; denote the per-pixel colour and opacity in the ith
image, fori =0,1,--- ;M — 1. (To facilitate the description,
we number the images of the front-most layer with 0, instead
of a negative number as in Sec. 3.) The accumulated colour
and opacity combing all layers are computed as

Ca=Co + Ci(1—ap)+-
M—2

+ Cy— AHO(I*OCI')
i

(22)
og=0p + oy(l—op)+---
M-2
+  Oy—1 (17(1,‘)
i=0

We finally normalize the colour with the opacity, and com-
pute the per-pixel colour of the synthesized image as
Ca

C= o (23)

7. Computational complexity

We analyze the computational complexity of the proposed
method in the context of ray tracing. Supposing that a scene
is stratified into M layers, and the rendering contains Np pix-
els, the proposed method needs to ray trace the scene in M
passes for each of the N, pixels, each pass starting from a
farther distance. The rendering phase has a time complexity
of O (M - Np). The image processing phase uses per-pixel al-
gorithms that are linear to the number of layers, so its time
complexity is O (M -Np). Hence, the total computational
complexity is O (M - Np). Considering that the per-pixel im-
age processing is generally much faster than ray tracing, the
proposed method needs approximately M times the compu-
tations required for rendering a pin-hole image.

8. Experiments

We validated the proposed method conceptually with de-
vices available in our lab, including an Apple® Cinema HD
display and a Nikon® D70 camera with a Nikkor® 50 mm
/1.8D lens. The display provides 0.258 mm pixel pitch, 200
cd/m? brightness and 350:1 contrast ratio. The camera is
equipped with a 23.7x15.6 mm? APS-C CCD sensor, pro-
viding 3008x 1200 effective pixels. The lens uses a classi-
cal double Gauss 5 groups/6 elements structure. The cam-
era was mounted in front of the display. We bound a short

(© The Eurographics Association 2012.

plastic ruler on the focus ring of the lens, which provided a
reference scale. A correspondence between the scale and the
object-to-sensor distance was built up with a pre-calibration
process. To that end, we put a planar target at precisely mea-
sured distances from the image sensor mark of the camera,
and focused the lens on the target using the camera’s auto-
focus function at each distance. The corresponding scales
and object-to-sensor distances are recorded in a table. With
the table, a desired focus can be achieved by manually turn-
ing the focus ring to the correct scale. (The system could be
automated by driving the focus ring with a computer con-
trolled stepper motor, which was left for future work.) We
used a program to render the layered scene on the screen,
which also provided instructions on how to adjust the lens’
focus. We then shot the screen with the lens’ focus adjusted
manually. Finally, the photographs were transferred to the
computer via USB and processed with another program to
synthesize an image with bokeh effects.

The results on simulating the bokeh effects of a room-
sphere scene and a Christmas-dog scene are shown in Fig. 6
and Fig. 7, respectively. For both scenes, we set the destina-
tion image’s resolution to 1203 x 800 pixels, the COC radius
incremental step ¢ to 5 pixels, the transitive range param-
eter [ to 0.25, and the f-stop of the physical lens to f/1.8.
For the room-sphere scene, we targeted at simulating the
bokeh effects of three virtual lenses of 50 mm /1.8, 50 mm
/2.8, and 35 mm /1.4, all focusing at 1450 mm, approxi-
mately on the second nearest ball. The scene was stratified
accordingly into 7, 5, and 5 layers. The results are shown
in Fig. 6 (b), (¢), and (d). The synthesized images show re-
alistic bokeh effects created by a physical lens, including
blurs and optical aberrations. The depth-of-field of a pho-
tograph increases as the lens’ f-number increases and/or the
lens’ focal length decreases. This phenomenon is correctly
revealed by the synthesized images. For the Christmas-dog
scene, we targeted at simulating the bokeh effects of a vir-
tual 50 mm f/1.8 lens focusing at 2200 mm, approximately
on the dog’s face. The scene was stratified into six layers ac-
cordingly. The synthesized image is shown in Fig. 7 (b). The
highlights show strong spherical and coma aberrations. The
blurred regions show somewhat complex patterns. The fore-
ground leaves were blurred by the lens, and its boundaries
became translucent after matting, which allowed the back
layers, rendered in separate passes, to be partially visible.
The visibility issue was well tackled for this Christmas-dog
scene. The quality of the results is limited by our experimen-
tal conditions. Whereas, the results show that the proposed
algorithm is robust w.r.t. coarse device calibrations.

9. Conclusion

In this paper, we have proposed a novel method for bokeh
simulation that conceptually shoots a 3D display with a
physical lens. While a high quality 3D display is not avail-
able, we have constructed a pseudo 3D display by stratifying



28 X. Liu & J. Rokne / Bokeh Rendering with a Physical Lens

Figure 6: The pin-hole rendering (a) and the synthesized
images with bokeh effects of a 50 mm f/1.8 lens (b), a 50 mm
J72.8 lens (c) and a 35 mm f/1.4 lens (d) of the sphere-room

scene.

Figure 7: The pin-hole rendering (a) and the synthesize
image with bokeh effects of a 50 mm f/1.8 lens (b) of the
Christmas-dog scene.

the 3D scene and shooting the 2D renderings of the scene
layers with a real camera over time. The image with bokeh
effects is synthesized by matting and alpha blending. With a
physical lens, the proposed method produces realistic bokeh
effects with a low computational complexity. The feasibil-
ity of the proposed method has been shown by preliminary
experimental results.
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