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Abstract
This paper introduces a novel method to add a minimal set of missing blendshapes to automatically improve the
quality of the retargeting result. Our approach compares the expression spaces defined by the source and the
target to determine which frames need to be corrected. The expression spaces are represented on the principal
axes extracted from the target blendshapes. Those frames that cannot be sufficiently reconstructed by the current
set of blendshapes will be augmented by a set of automatically generated blendshapes. The new blendshapes are
determined to minimize error between the source animation and the retargeting result. We performed experiments
to compare the results created by a basic set of blendshapes and by our method. Our method effectively reduces
error between the source and target animation, and produces much visually improved target animation without
relying on manual intervention.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation

1. Introduction

Facial retargeting is a widely employed technique to pro-
duce facial animation, which applies the performance of an
actor/actress or source animation to a target virtual model.
It is well known that famous movies such as Kingkong, The
lord of the rings and Avatar utilized the facial retargeting
technique to create realistic facial expressions on the face of
the virtual 3D characters. For the creation of target anima-
tion, utilizing a set of blendshapes is a popular choice as it
is easy to control blendshapes’ parameters to pose desired
facial expressions.

However, despite its wide acceptance, the blendshape
based facial retargeting process has some drawbacks. The
range of expressions that human can form on the face is very
wide. Unless hundreds of blenshapes are available from the
beginning, which is rarely the case, the initially given set of
blendshapes typically has a limited range of facial expres-
sions, as the facial movement is constructed by a linear com-
bination of blendshapes. If there is a facial expression that
the target model cannot pose corresponding to the expres-
sion in the source animation, additional blendshape needs to
be sculpted and added to the set.

This paper introduces a novel method to automatically
create appropriate blendshapes during the retargeting pro-

cess, which increases the quality of retargeting while elim-
inating manual intervention. We compare the expression
space of facial animation created by a source sequence with
that of the target model created by its current blendshapes
in order to find specific frames in which the source ex-
pression is not correctly represented by the target model’s
blendshapes. For those identified frames, our method mea-
sure how much the retargeting results are deviated from the
source expressions and creates new blendshapes to fix the
retargeting results. Incorporation of the linear shell model
[BBA∗07] allows easy creation of supplemental blend-
shapes.

2. Related Work

There have been active researches related to use of blend-
shapes in facial animation. Bergeron and Lachapelle [BL85]
introduced the concept of linear blendshape models. Based
on Ekman’s FACS [EF78] that decomposes facial expres-
sions into 46 shapes, those linear blendshape models ef-
fectively captured and reproduced realistic facial animation
[ARL∗09], using hand crafted blendshape models. As a way
to expedite the process of blendshape construction, a blend-
shape based facial rig can be generated automatically from
photographs [PHL∗06] or 3D scan data [ZSCS07]. Li et
al. [LWP10] showed the automatic creation of the facial rig
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Figure 1: The conceptual workflow of our method. The process consists of three main steps (purple boxes). In each step, there
are input and output values (aqua boxes) which are transferred along the flow of process(blue arrows).

blendshapes preserving the semantics of a target model. The
method for automatic consturction of a blendshape rig is use-
ful in facial retargeting. However, for a different input se-
quence, the facial rig has to be reconstructed repeatedly.

There has also been a research effort that focuses on im-
proving the quality of facial retargeting, based on blend-
shapes. Choe et al. [CLK01] adjusted the muscle actuation
base to animate blendshape face models. Chuang and Bre-
gler [CB02] analyzed the space of source data to find key
shapes from the animation sequence. The weights for the tar-
get blendshapes were simply transferred from the source an-
imation. In order to analyze blendshape weights accurately,
speech data were synthesized with motion capture data in
[DCFN06]. Lewis and Anjyo [LA10] imposed penalty on
large weights of blendshapes to prevent distortion of an ex-
treme pose. Previous methods are not related to widening
expression space defined by a set of blendshapes. This pa-
per focuses on raising the expressiveness of the target blend-
shapes by adding missing ones automatically, to faithfully
reconstruct the characteristics of the source animation.

3. Method

Given a source animation and a target face model with a
reasonable set of initial blendshapes, our method generates
supplemental blendshapes and enhances retargeting quality.
The method consists of three main steps, as illustrated in
Figure (1). In addition, we adopt the local blendshape ap-
proach [JTDP05] and segment the face model into two re-
gions such as the upper region and the lower region (Figure
(2)). The second and the third step of our method are applied
to each region.

3.1. Proportion Matching between the Source and the
Target Models

To deform the target model and the associated blendshapes
to match the proportion of the source, a small number of fea-

Figure 2: The source and the target face models have fea-
ture points both in the upper region (red) and the lower re-
gion (blue).

ture points are identified between both models. The motion
capture markers can be used as feature points. Then, Thin
Plate Splines (TPS) deformation [OZS08] which is a special
case of Radial Basis Function Warping [CFB97] deforms the
target model satisfying the positional constraints defined by
the feature points. The target blendshapes are also deformed
based on the relationship between the original and the de-
formed target models (Figure (3)).

3.2. Comparison of Expression Spaces

To identify problematic frames, we employ the method in
[CB02] which finds the key poses in the source animation
and extend it to serve our purpose. A data matrix S for the
source animation and D for the deformed target blendshapes
are constructed. To find the frames that the blendshapes of
the deformed target model cannot correctly represent, the
space of matrix D is compared with the space of matrix S us-
ing Principal Component Analysis (PCA). Our experiments
show that we obtain plausible results when PCA coefficients
cover 95% of the deformed target data, determined by the
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Figure 3: Using TPS deformation with correspondence of
feature points, the target model is deformed to the shape of
the source model.

Figure 4: A conceptual diagram of expression space com-
parison on the principal axes (black arrows) between the
data of source’s frames (orange dots) and those of deformed
target blendshapes (blue dots). The expression space defined
by both max and min values of the deformed target (the
transparent blue rectangle) only covers a subset of source
data. The points that lie outside (like those indicated by red
arrows) are selected as problematic frames.

size of eigenvalue λ. The matrix of the deformed target data
is then projected onto the reduced principal axes. The matrix
of the source data is also projected onto the same axes.

For each principal axis, we check if each maximum and
minimum value of data representing a source expression
falls inside the range defined by the maximum and the min-
imum value of the deformed target. The maximum and the
minimum values of the source falling outside the range in-
dicates that the source expression cannot be correctly repre-
sented by the current blendshapes set and additional shapes
are needed (Figure (4)). Note that we only focus on the
maximum and minimum values of the source, as correcting
them will also correct all the expressions represented by in-
between values if there are any. Repetition of the process
for each principal axis identifies all the source expressions
that fall outside the expression space of the deformed target
blendshapes. Now we know that which source expressions
need to be augmented.

3.3. Construction of Supplemental Blendshapes

This step determines new blendshape expressions that will
augment the current set of blendshapes and correct the prob-
lematic frames. The desired expression is the one that min-
imizes error represented by the distances of feature points
between the source expression and the retargeting result.
The error is measured for each problematic expression found
in Section 3.2. As the source model and the target model
have different proportions, the error is measured between
the source and the retargeting result of the deformed target
model. For each problematic expression, when the source’s
expression is recreated using the blendshapes of the de-
formed target model, this paper adopts the constrained non-
negative least squares method used in [LA10].

Our goal is to sculpt an additional blenshape in the target
domain. As the target model has a different proportion than
the deformed target model, the magnitude of error should
be re-scaled using the inverse operation of Section 3.1. The
rescaled magnitude of error is applied to the rest pose of the
target model. Since local deformation is needed for sculpting
the local blendshape model, the rest pose of the target model
with the rescaled error values is deformed via linear shell
model in [BBA∗07] (Figure (5))

Figure 5: (a) The rest pose of the target model. (b) The
rescaled error values are applied to the feature points (indi-
cated by red arrows) in the upper region. (c) The linear shell
model deforms the target model.

The deformed result of the rest pose is added to the origi-
nal blendshapes’ group of the target model as a supplemen-
tal blenshape. With the new blendshape group, the source
animation is retargeted to the target model using NNLS to
produce improved retargeting results.

4. Results

The facial animation of a hand crafted model, which con-
sists of 100 frames was retargeted to two target models. In
order to demonstrate performance of our system, the retar-
geting result using NNLS with a basic set of blendshapes
(base method) was compared with the result produced by
our method. The upper region contains 24 feature points and
the lower region contains 30 points in all our experiments.
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Figure 6: Retargeting examples of various expressions.
Our method faithfully recreates the original expressions and
shows improved results compared to those produced by pre-
vious method.

Figure (6) shows facial retargeting to the target model
with 33 blendshapes. In the process of finding problematic
frames for the lower region, the matrices were projected up
to the 9th dimension of principal axes. Three problematic
frames were identified from the source animation. For the
upper region, the matrices were projected up to the 7th di-
mension of principal axes to identify 1 problematic frame.
The red arrows indicate that our method faithfully recreates
the original expressions and shows improved results com-
pared to those produced by the base method.

5. Conclusion

A typically small set of blendshapes has a limited expression
space which leads to artifacts in facial retargeting. To rem-
edy the situation, our method identifies problematic frames
that cannot be reproduced faithfully by given target model
blendshapes. Supplemental blendshapes are then automat-
ically created to widen the expression space of the target.
The generation of supplemental blendshapes is minimal as
our fix is not performed per frame. However, the generated
blendshapes are enough to handle all the problematic frames.
Using our approach, tedious trial and error process by the
user can be avoided.
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