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Abstract
We propose an effective level set evolution method for robust object segmentation in real images. We construct an
effective region indicator and a multiscale edge indicator to adaptively guide the evolution of the level set function.
The region indicator is built on the similarity map between image pixels and user specified interest regions, which
is computed using Gaussian Mixture Models (GMM). To accurately detect object boundary, we propose to use
a multi-scale edge indicator defined in the gradient domain of the multi-scale feature-preserving filtered image.
Then, we develop a new mixing edge stop function based on these two indicators, which forces the level set to
evolve adaptively based on the image content. Furthermore, we apply an acceleration approach to speed up our
evolution process, which yields real time segmentation performance. As the results show, our approach is effective
for image segmentation and works well to accurately detect the complex object boundaries in real-time.

Categories and Subject Descriptors (according to ACM CCS): I.4 [Computing methodologies]: Image Processing
and Computer Vision—Applications

1. Introduction

Level set methods, first introduced by Osher and Sethian
[OS88] for capturing moving fronts, have been widely used
in image processing, computer vision, and computer graph-
ics [Set00, OF03]. Level set methods work well due to its
parameter-free representation, topological flexibility, effec-
tive numerical solution, and are especially useful in im-
age segmentation, target tracking, image-based modeling,
geometry processing, and physically-based fluid simulation
[OF03]. Although level set methods have been successfully
in active contour tracking, there are still many problems to
be solved, which mainly focus on performance and effec-
tiveness (see [LXGF05] for a survey).

In this paper, we propose a new level set image segmenta-
tion method aiming to segment objects in real natural im-
ages. The key idea is to construct an effective edge indi-
cator and a region indicator to adaptively guide the evolu-
tion of level set function. The edge indicator is defined on
multi-scale enhanced images which are immune from noises
and texture details. The region indicator is built on the sim-
ilarity map between the features on the propagating front
and those at the user scribbles on the object. The similar-
ity map is computed by probabilistic representation– multi-

scale GMM (Gaussian Mixture Models). Furthermore, we
combine these two indicators to develop a mixing evolu-
tion indicator, which forces the level set to evolve adap-
tively based on both the texture color distribution and gra-
dient, so as to drive the motion of the contour toward the
object boundaries adaptively. We also integrate the acceler-
ated level set algorithm [SK05] into our system, to speed up
the evolution process, which makes our system segment the
image with moderate size in real-time and with little quality
sacrificed.

User interactions can also be easily incorporated in our
system. The whole process begins by user scribbling on re-
gions of interest and background regions respectively, which
can be considered as training data. Then we compute the
similarity map between other image pixels and the training
data using multi-scale GMM. This similarity map is espe-
cially effective in selecting appearance similar regions, not
requiring the user to specify all the pixels to be segmented. In
addition, it can preserve image structures. Our system can re-
fine the segmentation as the user specifies more scribbles to
segment the desired regions. This provides the user with full
control of modification and refinement in each incremental
step.
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The proposed new level set formulation has following
main advantages over traditional methods. First, using the
proposed evolution indicators, our method works well on
images with noise, weak boundaries, non-homogeneous re-
gions,and texture details, to produce consistent segmentation
results. Second, using the GMM based region indicator, the
level set method is more robust to initial active contour set-
ting. Third, the user interaction can be integrated into our
method conveniently, which is especially useful in dealing
with local boundary refinement. Finally, our method can be
accelerated and can segment images with moderate size in
real-time.

2. Background

The basic idea of level set methods [OS88] is to embed
the moving interface S ⊂ Rn as the zero isocontour of one
higher-dimension implicit function φ : Rn × R+ → R. In
two spatial dimensions, the closed curve, denoted by C,
can be implicitly represented as the zero level set C(t) =
{(x,y)|φ(x,y, t) = 0} of a level set function φ(x,y, t). The
speed function F in the evolution equation of the level set
function is defined depending on the mean-curvature [OS88]
or image edges information [CKS97].

In order to avoid drawbacks of re-initialization proce-
dure in level set evolution, Li et al. [LXGF05] proposed
a variational level set formulation without the need to re-
initialization. This model accomplishes image segmentation
by minimizing the following variational level set function:

E (φ) = µP(φ)+λEedge (g,φ)+νEarea (g,φ) (1)

where λ > 0 and ν are constants, the internal energy P(φ) pe-
nalizes the deviation of the level set function from a signed
distance function during the evolution, which is defined by
P(φ) =

∫
Ω

1
2 (|∇φ|−1)

2
dxdy. The terms Eedge(g,φ) and

Earea(g,φ), which drive the motion of zero level set of
φ, are defined by Eedge (g,φ) =

∫
Ω gδ(φ) |∇φ|dxdy and

Earea (g,φ) =
∫

Ω gH (−φ)dxdy, respectively. The energy
Eedge(g,φ) and Earea(g,φ) can be viewed as the weighted
length of the zero level set ∂Ω and the weighted area of the
region inside ∂Ω, respectively. δ is the Dirac function, H is
the Heaviside function, and g is the edge stop function of
active contour, defined by

g =
1

1+ |∇Gσ ∗ I|2
(2)

where∇Gσ ∗ I is the gradient of Gaussian convolved image.
During the evolution, the level set function φ is maintained
close to a signed distance function, the zero level curve of φ
moves toward the object boundaries, and stops at the bound-
aries when E(φ) reaches its minimum.

Although level set methods [OS88, LXGF05] work well
for image segmentation, there are some limitations. Both
methods [OS88, LXGF05], which use speed function F de-
fined on mean-curvature [OS88] or use the stop function

defined on image gradient [LXGF05], may produce unde-
sirable results when processing real natural images with
weak boundaries, or rich texture structures. The method
[LXGF05] depends heavily on the initial contour selection,
which determines the sign of the parameter ν. This limita-
tion leads to inconvenient image segmentation. In this paper,
we try to address above problems.

3. Description of the model

We define a novel energy function which incorporates edge-
based information and region-based information simultane-
ously. We define a multi-scale edge indicater on the multi-
scale edge-preserving smoothed images, which is more ro-
bust to image noises and texture details. We then define a
region indicator, which is defined on the similarity map com-
puted using Gaussian mixture model (GMM) to evolve level
set function. We further combine these two indicators to de-
velop a mixing edge stop function which corporately drive
the level set curve to stop at the salient object boundaries.
Finally, an acceleration approach is applied to our method to
speed up the evolution process.

3.1. Multi-scale Edge Indicator

The noise and detail layers of an image may prevent edge
stop function from producing desirable results. To get more
robust and accurate segmentation, our edge stop function
is built on the coarser images with detail layers attenuated.
Since progressively coarser image levels increase the degree
of abstraction in the resulting image [FFLS08] and produce
more consistent similar regions, we build image gradient for
each level and combine them in a spatially varying manner
to produce a more consistent image gradient. Based on the
combined gradient, we propose a multi-scale edge indicator
for driving evolution of the active contour.

Let I be the input image for which we would like
to construct M progressively coarser images. Utilizing an
edge-preserving filter, for example bilateral filtering (BLF)
[TM98, FAR07, FFLS08], we compute the progressively
coarser version I1, ..., IM of I. Then we compute the gradient
on each coarser image I j and define the multi-scale image
gradient as the weighed gradient built from different levels:

Wgradients(I) =
∑M

j=1 w j.∇I j

∑M
j=1 w j

(3)

where the weight w j is defined as: w j = gσ ∗( j ·e− 1
n ∑ |∇I j|).

n is the number of image pixels, the Gaussian convolution
gσ is used to locally smooth the weight. This weighted ap-
proach prefers coarser image by giving them larger weight
because the color and luminance noises are smoothed more.
In our experiments, we find out that just setting M = 4 is
able to generate good results. The progressively coarser im-
ages can be computed in real time using bilateral grid meth-
ods [CPD07].
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(a) (b) (c) (d) (e)

Figure 1: (a) Initial contour, (b) Gaussian filtered image, (c) segmentation result driven by edge stop function defined on
Gaussian filtered image (b) [LXGF05], (d) feature-preserved multi-scale coarsened image, (e) segmentation result by multi-
scale edge indicator defined on (d).

The edge indicator based on this multi-scale gradient is
effective in identifying edges, which is defined as:

gEdge =
1

1+ |Wgradient(I)|2
(4)

Then, we introduce the edge energy functional based on the
edge indicator:

E′edge
(
gEdge,φ

)
=

∫

Ω
gEdgeδ(φ) |∇φ|dxdy (5)

As illustrated in Fig. 1, by evolving level set function (1)
using proposed multi-scale edge indicator, the segmentation
result is better than the edge indicator defined on the gradient
of the Gaussian filtered image. The detected boundaries are
more accurate and smooth.

3.2. Region Indicator Based on GMM

Actually, most real images have rich color and texture infor-
mation, when level set evolving via only gradient, it will lead
to excessive evolution or premature convergence when deal-
ing with images with weak edges, abundant texture structure
and noises. As shown in Fig. 2, neither Gaussian filter nor
multi-scale edge-preserving filter performs well if only gra-
dient was considered. As an alternative, we drive the level
set by the similarity map between the feature at the active
contour and the user specified interest regions, which is esti-
mated by the Gaussian mixture models (GMM).

GMM is a widely used model in image analysis for de-
scribing color distribution, the density function of GMM can
be computed by the Expectation-Maximization algorithm.

We first select two sample sets from the foreground and
background regions through user scribbles, as shown in
Fig.2(d), then build the corresponding Gaussian mixture
models GMM f and GMMb to represent the color PDF of
these two sample sets. Let xq represents the color feature
vector of a given pixel q, based on Bayesian Decision Rule,
we could judge whether the pixel q belongs to the foreground
in the following way:

p
(
xq

∣∣w f
)

P
(
w f

)
> p(xq |wb )P(wb)

(a) (b) (c)

(d) (e) (f)

Figure 2: (a) Initial contour, (b) results of [LXGF05], (c)
results of our method using multi-scale edge-preserving fil-
ter, (d) initial contour, foreground data set, background data
set, (e) results using edge indicator and region indicator, (f)
results with mixed edge stopping function.

where w f and wb are the forground class and background
class,respectively. P(w f ) and P(wb) are the prior probabili-
ties, p(xq|w f ) and p(xq|wb) are the likelihoods of w f and wb
with respect to xq, computed by GMM f and GMMb.

Let g f (q) =−In
(

p(xq|w f )
)
, gb(q) =−In(p(xq|wb)) and

delt = In P(wb)
P(w f )

, then the above inequality is described as:

g f (q)−gb (q)+delt < 0 (6)

The term g f (q)−gb (q)+delt is called as the similarity map
value in our paper.

To make the GMM estimation more robust to image
noises and texture details, similar to multi-scale edge indi-
cator, we define MultiGMM model as the weighed sum of
GMMs built from different level coarser images:

MultiGMM(I) =
∑M

j=1 w j.GMM(I j)

∑M
j=1 w j

(7)

where the weight w j is defined similar to Section 3.1. The
similarity map value (6) is defined on the MultiGMM model
instead of the original image intensity.
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(a) (b) (c)

Figure 3: The initial contour locates outside the object (a),
inside the object (b) and has an arbitrary location (c). The
blue region is the object and the red region is the back-
ground, the black curve is the initial contour. ’+’ and ’-’
represent the sign of the region indicator.

Based on this similarity map, we introduce a region indi-
cator, corresponding to each pixel q:

gArea (q) =
(
g f (q)−gb (q)+delt

)
/max f (8)

where max f is the maxima value of |g f (q)−gb (q)+ delt|.
Then, a new region energy functional is defined as:

E′area (gArea,φ) =
∫

Ω
gAreaH (−φ)dxdy (9)

With the proposed multi-scale edge indicator and region
indicator, a new level set energy functional is defined as:

Eegmm (φ) = µP(φ)+λE′edge +E′area (10)

The external energy
(

λE′edge +E′area

)
drives the zero level

set toward the object boundaries, where λ > 0 is a parameter
controlling the effect of E′edge and E′area.

Being different from equation (1), the coefficient ν, which
depends on the relative position of the initial contour to ob-
ject of interest, is eliminated in our method (10). In equa-
tion(1), the coefficient ν should take positive value if the ini-
tial contours are placed outside the object and take negative
value conversely. However, in our method, the area indicator
gArea itself contains the sign, as shown in Fig. 3. Therefore,
there is no need to use the parameter ν to identify the relative
location of the contours.

Fig. 3 shows the three possible location relations between
the initial contour and the object. As proposed above, E

′
area

is the sum of gArea at the pixels inside the zero level set
contour. In these three cases, with evoluting, the positive
components in E

′
area decrease and the negative components

increase, which leads to the gradually decreasing of E
′
area.

When the contour reaches the object boundary, E
′
area takes

its current minimum. Supposing the contour continues to
move forward, the negative parts in E

′
area will decrease and

the positive parts will increase, which will inversely increase
E
′
area. Therefore, E

′
area obtains its minimal at the boundary,

which will lead to the termination of the evolution.

Fig. 2 shows the segmentation results applying method

[LXGF05] (Eq. 1) and our method (Eq. 10), which is ob-
viously improved. The parameters µ = 0.03 and λ = 3.2 in
our method. In Fig. 6 and Fig.4, we give an example that
our method can detect the desirable object, even if the initial
contour is not accurately selected.

(a) (b) (c)

Figure 4: The initial contour locates outside the object (a),
inside the object (b) and has an arbitrary location (c).

3.3. Mixing stop function

GMM region indicator works well at the regions which ob-
viously belong to the foreground or the background distri-
bution, and edge indicator works at the regions with abrupt
intensity change. Thus, we use both of them to speed up the
evolution. The basic idea is that, for the regions distinctively
belonging to the foreground or the background, we mainly
use gArea to drive the motion of the curve, while for the
color overlapping regions, gEdge is used to further evolve
the curve.

Based on the analysis above, to speed up curve evolution,
we propose the following mixed region indicator gMixArea,
which is the weighted average of gArea and sgEdge:

gMixArea = ωA.gArea +ωE .sgEdge (11)

where sgEdge is a signed edge indicator, whose sign is in
according with the sign of gArea at pixel q, that is:

sgEdge (q) =
{

(−1) ·gEdge (q) i f gArea (q) < 0
gEdge (q) otherwise

The way to set the weights ωA and ωE is that, giving a
pixel larger weight ωA if it corresponds to relative larger
|gArea|, and weight ωE is defined in a similar way. Let avgA
and avgE be the average values of |gArea| and |sgEdge| of
all pixels in the image, respectively, and m = gArea/avgA,
n = sgEdge/avgE , then the weights ωA and ωE are defined
as: ωA = m/(m+n), ωE = n/(m+n).

We modify the region energy functional as follows:

E′′area (gMixArea,φ) =
∫

Ω
gMixAreaH (−φ)dxdy (12)

then a new level set energy functional is defined as:

EEMixgmm (φ) = µP(φ)+λE′edge +E′′area (13)
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The ultimate evolution equation of the level set function is:

∂φ
∂t = µ

[
∆φ−div

( ∇φ
|∇φ|

)]
+

λδ(φ)div
(

gEdge
∇φ
|∇φ|

)
+gMixAreaδ(φ)

(14)

Fig. 2 shows the results applying the mixed region indi-
cator, compared with methods using the edge indicator and
region indicator independently, the segmentation is more ac-
curate. The parameter µ = 0.03 and λ = 3.2 in the Eq.(14).

3.4. Fast level set method

High computational cost of level set limits its application,
especially for segmenting high resolution images. In this
section, inspired by the method [SK05], we accelerate our
method to accomplish interactive image segmentation.

For the evolving curve C, we define two lists of neighbor-
ing pixels Lout and Lin as:

Lout = {q|φ(q) > 0 and ∃p ∈ N4(q) such that φ(p) < 0}
Lin = {q|φ(q) < 0 and ∃p ∈ N4(q) such that φ(p) > 0}

Where N4(q) is a 4-connected neighborhood of a pixel q
with q itself removed. By switching the neighboring pixels
between the two lists Lout and Lin, the curve can be moved
inward or outward for one pixel everywhere in one scan.
Then we use a Gaussian filtering process to further speed
up the algorithm. The whole process is implemented by two
cycle operations.

We set the speed function Fd proposed in [SK05] as our
mixing region indicator. In cycle one, we let Fd =−gMixArea,
when scanning each pixel in Lout and Lin, we use both Fd
and gEdge to identify whether a pixel should be switched in
or out. For each pixel q in Lout, if Fd(q) > 0 and gEdge(q) >
threshold, we switch it in, in the same manner, for each pixel
q in Lin, if Fd(q) < 0 and gEdge(q) > threshold, we switch it
out. Restrained by the edge indicator, the evolving curve can
be driven more accurately around the boundaries. In cycle
two, we smooth the level set function value at each pixel in
Lout and Lin by a Gaussian filter to further switch pixels in
or out. Applying this accelerating approach, the curve can be
evolved at pixel resolution.

Fig.5 shows the segmentation results using and without
using acceleration. In these experiments, it averagely takes
0.083s and 11.094s using and without using acceleration
respectively, to segment a 588× 501 image, which shows
considerable improvement. In addition, with the same user-
interaction, the segmentation results are visually similar,
which shows the effectiveness and efficiency of the accel-
eration operation.

4. The experimental results and discussion

To validate the effectiveness of the proposed approach, we
test it using different real images.We compare our algo-
rithm with the popular level set segmentation methods and

(a) (b) (c)

Figure 5: Segmentation results before and after accelera-
tion. (a) initial contour, foreground and background scribes,
(b) our results without acceleration. (c) our results with ac-
celeration.

other interactive image segmentation. All algorithms are im-
plemented using C++ on a laptop with an Intel Core Duo
2.6GHz CPU and 2G memory.

In Fig.6, we compare with the methods [QWH06],
Lazy snapping [LSTS04] and Grabcut [RKB04]. Qu et
al. [QWH06] evolves the level set based on the pattern-
continuity of underlying image, and the evolution stops at
the boundary where the pattern exhibits abrupt change, it
can not work well when processing the images with rich
texture and weak edges, as shown in Fig.6. Lazy Snapping
[LSTS04] applies graph cuts to create binary masks, which
prefers to generate more closed and consistent regions. We
perform Lazy snapping method using the code presented on
Webside †. Both Grabcut [RKB04] and our method perform
very well. The advantage of Grabcut is its simple initial in-
teraction (marked rectangle), however, it usually needs more
iteration optimization and interactions to receive final satis-
fied segmentation, which makes Grabcut not efficient. Given
the initial scribbles, our method can simultaneously select
multi objects that are similar to the stroked regions and per-
form in real-time with fewer following interactions. It takes
Grabcut 1.1s to segment the image with size 321× 242,
while our method takes 0.07s.

To measure the accuracy of our method, we use the
ground truth database in Grabcut [RKB04] for reference, the
error rates are 2.15± 0.15% for our method compared with
2.13±0.18% for GrabCut.

limitations: Our method can not achieve satisfied seg-
mentation results when the objects we are interested in are
very complex, such as containing fur or hair. As illustrated
in Fig. 7, our method can not effectively segment the object
out. To solve this problem, we need to incorporate the image
matting techniques [WC07] to further refine our method.

† http://www.cs.cmu.edu/ mohitg/segmentation.htm
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(a) (b) (c) (d) (e) (f)

Figure 6: Image segmentation results comparison. (a)interaction in our method, (b) interaction in [RKB04], (c) results of
[QWH06], (d) result of Lazy snapping [LSTS04], (e) result of Grabcut [RKB04], (f) our results.

(a) (b)

Figure 7: Failure results. (a) initial contour, foreground and
background scribes, (b) segmentation results.

5. Conclusion and future work

In this paper, we mainly aim to address the segmentation of
images with rich color textures and week boundaries. The
key idea is constructing an effective edge indicator and a
region indicator to drive the evolution of the level set func-
tion. In addition, an acceleration algorithm has also been in-
tegrated into our method to obtain real-time image segmen-
tation. The experimental results indicate that the proposed
method can not only effectively segment the object out but
also obtain smooth boundaries.

In the future, we will apply image matting techniques to
our methods to further refine the level set based image seg-
mentation. When the foreground and background regions
have very similar color distribution, we would like to in-
corporate the low-level cues such as image saliency into the
level set formulation to improve the segmentation results.
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