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Abstract

We present an interactive system that provides users with automated techniques for grouping data, while shielding

them from the technical aspects of these techniques. In our system users create visual data representations, called

views, and choose a dataset for visualization in such views. From the resulting visualization and user actions

on this visualization, the system derives the information that is used to automatically steer a grouping engine.

Knowledge of data mining is not necessary; parameters and distance functions are automatically derived. In this

easy to use system the user can efficiently create any grouping by incrementally manipulating groups with intuitive

user actions. These actions allow the user to create, remove, and manipulate groups using a leader and follower

metaphor. An implementation of the system has been created in a commercial data visualization tool.

1. Introduction

Systems that help analyze data are increasingly user-
friendly, and have successfully found their way to users that
have limited knowledge of visualization techniques and data
analysis [Tab12, Qli12, bfrN12]. These users, typically do-
main experts, interactively design ’mini-applications’ that
support them in their domain tasks. To create visual repre-
sentations suitable for these tasks, they select tables from
databases and files, record sets from these tables, and at-
tributes of these records. Fulfillment of a task may require
grouping of data, which typically requires domain knowl-
edge unavailable in the data. In this paper, we consider
grouping as the addition of a new attribute to the dataset with
values corresponding to the actual groups.

Users have easy access to visualization techniques in
commercially available systems and are at the same time
shielded from their technical aspects. A similar support level
is not offered for grouping, whereas users could benefit a lot
from readily available grouping operations, if they would not
be bothered by technical aspects. Automated classification
or clustering techniques alone may be insufficient for group-
ing; the domain knowledge of a user may be required. When
grouping data, the eventual evaluation thus has to be made
by the domain expert. The central question in this paper is:
Is it possible to develop an easy to use system that supports

users in efficiently creating any grouping using automated

grouping techniques, while completely shielding them from

the details of these techniques? We answer this question by

building a grouping system in an existing data analysis tool,
called MagnaView [bfrN12]. MagnaView allows the user to
create interactive visual representations with two important
properties. Firstly, these representations are generalized n-
dimensional treemaps [VvWvdL06]. For instance, a matrix
of stacked bar charts has three dimensions, matrix, bar chart,
and stacks (see Figure 1). Each dimension is linked with one
of the attributes in the data, e.g. the grouping attribute. Sec-
ondly, on the lowest level of representation, the records that
are found in the dataset are always available to the users. En-

tities are the objects the user intends to group and each entity
is a set of records (see Figure 5).

Figure 1: Visualization with a 2x2 matrix of stacked bar

charts with all involved records in the stacked parts.
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2. Related Work

Clustering and classification are automated techniques in
data mining that require users to input their domain knowl-
edge by setting parameters in an unintuitive way. Interactive
data mining does allow for interactive parameter tweaking.
We discuss some of its variants below.

Interactive Clustering The most popular approach to in-
teractive clustering is constraint-based clustering, e.g. with
constraints stating that certain entities may or may not be
in the same group [WCRS01]. In this context Cohn et al.
[CCM03] use k-means [KR90] to group entities, and users
can critique on the groups by adding constraints, after which
k-means is re-run. The unstability of this grouping is reduced
by Davidson et al. [DRE07]. DesJardins et al. [dMF07] im-
plemented a system with constraints defined by dragging and
dropping between groups. Basu et al. [BBM04] used active
learning to reduce the number of constraints. Disadvantages
of these methods are that they mostly rely on k-means, which
cannot find complex structures in data, and that the grouping
process is unstable. Contrarily, in our system any grouping
can be created in an incremental and stable process.

Interactive Classification Interactive classification sys-
tems allow users to adapt the classification model by in-
teracting with this model or with the data. There are two
popular approaches. The first one [AEEK99, PD08, LS07,
vdEvW11] visualizes the training data using decision trees.
The other one lets users draw the data splits in scatter plots
of the training data [TM03, LSG04]. Our system shields the
user from such technical details of data mining algorithms
and lets users freely choose visualizations of the grouping.

Interactive Grouping The target of interactive grouping
systems is not to create a grouping that minimizes distances
between groups, but to create any grouping the user de-
sires. Usually, they create a classification model based on
user interaction. In contrast with interactive classification,
interactive grouping starts without training data. Basu et
al. [BFDL10] propose a system that visualizes entities in a
plane and allows users to create groups by dragging enti-
ties. Groups can be created and entities can be put into those
groups together with similar entities. Entities which do not
belong in a user defined group are put into a rest group. The
system of Seifert et al. [SSG10] visualizes all entities using
an “information landscape” visualization that shows the rela-
tion between entities and groups. The user can select entities
and create a group from selected entities. Again, a classifier
is trained in the background based on the user interaction.
Chen and Lui [CL03] first use interactive clustering to create
groups, which can then be manipulated by merging or split-
ting groups and dragging entities between them. Our system
supports similar actions to interactively manipulate entities
and groups, and does so in a user chosen visualization.

The visually controllable data mining method of Puola-

maki at al [PPL10] requires that the involved parameters and
models are visually representable. Our system hides both the
data mining method and its parameters from the user.

Andrienko et al. [AAR∗09] describe a system for visual
clustering of trajectories. They require a distance function
and a visual representation that are compatible. Our system
computes a distance from the visual representation designed
by the user and thus guarantees compatibility.

Finally, Hossain et al. [HOG∗12] build a system with, as
they say, a natural interface, in which users can critique on
clustering results and incrementally build a clustering. Com-
pared to our system their interface is less intuitive, since they
do not, as we do, support direct manipulation.

Our system shares some basic techniques and interaction
styles with existing work, but differs in at least two aspects:
Firstly, it provides users with a visual analytics tool in which
they can define their own visualizations. Secondly, the user
is completely shielded from any of the technical aspects for
grouping. Additionally, the system is easy-to-use: It uses a
suitable metaphor, offers intuitive and direct actions, and al-
lows the user to incrementally create any grouping.

3. Approach

In preparation of an interactive grouping process, the user
loads data tables and selects records and attributes of inter-
est, adds a grouping attribute, and creates a visual represen-
tation in which the grouping attribute is used for coloring
(See Figure 3), or as a new division of the graphical repre-
sentation (See Figure 7). Then the iterative process can take
place, until the user positively evaluates the grouping. This
process consists of the following steps (See Figure 2).

S1 The system suggests an entity for manual classification.
S2 The system visualizes the data.
S3 The user applies an action to change the grouping.
S4 The system re-groups the entities.

Using these steps a user can iteratively create the grouping
he intends by applying actions in step S3. Typical actions
are creating, resizing and splitting a group and promoting an
entity. Nearest-neighbor classification is used in step S4 to
re-group all entities: A group is represented by a set of enti-
ties called leaders. Followers are grouped into the group of
the closest leader, if this leader is closer than a given distance
r. Entities with no leader closer than r are placed in the rest

group. In this way, promoting an entity, e.g. the entity sug-
gested in step S1 by an active learning [Set09] module, to a
new leader in a group adds all its followers to this group.

Figure 3 illustrates how a user created a grouping by ap-
plying several actions in step S3. The chosen visualization is
a scatter plot with the entities as dots, colored by their group-
ing attribute. Figure 3a shows the initial situation where all
entities are in the gray rest group. The user decides to split
the rest group and chooses to do so into 4 groups. Hidden

c© The Eurographics Association 2013.

2



Lammers, Vliegen, van der Linden, van de Wetering / Visual Grouping - Follow the Leader!

Figure 2: The steps in our interactive grouping system. In

S1 the system suggests a suitable candidate leader. In step S2

the grouped data and the suggestion are displayed according

to a predefined view. In step S3 the user applies an action.

And finally, in step S4 the data is re-grouped accordingly.

from the user, the system has applied k-means and assigned
leaders in the new groups (see Figure 3b). In this case, some
outliers remain in the rest group. In Figure 3c, after the
user changed the charisma of the red leaders, entities have a
shorter distance to those leaders and, consequently, the red
group has grown to include some blue outliers. In Figure 3d
the user has chosen to promote one of the top right yellow
entities to leader in the green group, taking along some other
yellow entities. In Figure 3e the user has created a new group
with a former red entity as leader. In Figure 3f the red and
green group have merged by joining their leaders.

Figure 3 also illustrates that showing the entities and their
grouping in visualization step S2 is useful. While other sys-
tems visualize the entities using some default visualization
method, we allow users to design their own visualizations.
On the one hand, they can visualize the data in a way that
best fits their domain knowledge. On the other hand, the
user-created visualizations then reflect their domain knowl-
edge, which allows incorporation of that knowledge in sim-
ilarity measures used in classification and clustering.

4. Visualization based Distance measures

Clustering in step S3 and classification in step S4 both use a
distance measure for entities. For these steps to work well to-
gether the same distance measure is used. This distance mea-
sure D(e1,e2), for entities e1 and e2, may be any distance
measure, including the one introduced here that is based on
a visualization created by a user for visual comparison of en-
tities. Such visualizations provide the following information
that may be used in a distance measure: The visualized enti-
ties, the attributes used in the visualization, and the sizes of
the graphical elements used to display an entity.

Let A = {a1, . . . , an} be the subset of attributes used in
a visualization to color or to group records from an entity.
Let R be the set of all records in all entities in the visual-
ization. The value of an attribute a of a record r is denoted

(a) Initial situation: All entities

in gray rest group.

(b) Splitted in 4 groups: some

entities remain un-grouped.

(c) Resized the red group by

raising red leader’s charisma.

(d) Promoted yellow entity to

leader in green group.

(e) Created purple group with

former red entity as leader.

(f) Merged red and green

group by joining the leaders.

Figure 3: Grouping by user initiated actions in step S3:

Groups are colored, leaders are highlighted.

Figure 4: 3 patients entities and their treatment records.

by r.a and the value set {r.a|r ∈ R} is denoted by R.a. Our
visually defined distance measure dVis(e1,e2) compares the
visualized size of entities e1 and e2 for all attribute-value-
combinations with attributes in A. Let V = R.a1 × . . .×R.an

be the set of attribute-value combinations. The function dVis

is then defined as follows:

dVis (e1, e2) = ∑
v∈V

|S(e1,v)−S(e2,v)|

where S(e,v) is the sum of the visualized size s(r) of all
records r in e for which r↓A := (r.a1, ...,r.an) equals v. To re-
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Figure 5: Per entity (patient) the treatment records colored

per treatment type. The 4 records of patient 1 with treatment

type 5 are surrounded by a black border.

Figure 6: 9 patients and their treatments. Each patient is

visualized as a horizontal bar. This bar is divided in treat-

ments. Treatments are colored on treatment type.

duce the amount of attribute value combinations, we bin nu-
merical attribute values. Resulting discretization issues can
be solved by computing S(e,v) by weighing s(r) with a suit-
able kernel evaluated at the distance between r↓A and v.

Figure 4 shows three patients, p1, p2, and p3, and their
13, 12, and 10 treatments, respectively. Treatment types are
shown using color. In this case the set A of attributes only
contains treatment type and V consists of the five treatment
types. The sizes of all shown treatment records r are equal:
s(r) = 1. We calculate per entity e per attribute value v the
total size of all visualized records: for instance, for entity e =
p1 and attribute value v=treatment type 5 we get S(v,e) =
4 (See Figure 5). The distance of two patients is the sum
of the absolute differences between the visualized size per
treatment type; so, for instance, dVis(p1, p2)=|3−3|+ |1−
1|+ |3− 2|+ |2− 2|+ |4− 4|= 1 and dVis(p1, p3) = |3−
1|+|1−4|+ |3−2|+ |2−1|+ |4−2|= 9. As expected, when
looking at Figure 4, patients 1 and 2 are more similar than
patients 1 and 3.

5. Results

We show our system at work on a dataset with 1157 patient
entities and 44173 treatment records. Our goal was to group
patients that have had the same treatments. Figure 6 shows
9 sample patients, each represented by a horizontal bar in
which each treatment is represented by a small rectangle
colored and grouped by treatment type. The fourth patient
from the top has had many treatments, many of which had
the same type. The bottom 3 entities in Figure 6 represent
patients with the same treatments, even though one has had
more treatments of each type.

Figure 7 shows the groups which we created using our
method. We can see 16 groups of patients. Some groups, like
the first and second one, consist of patients that had only
treatments of one type. Entities within a group are sorted

Figure 7: 16 groups of patients, leaders are highlighted. Pa-

tients are sorted per group based on distance to leaders. The

groups are cut off at the bottom.

with repect to similarity to a leader. As can be observed in
the third group, where the leader is a patient with only one
treatment type and patients with a higher percentage of other
treatments, are positioned lower.

The dataset also contained the diagnosis treatment code
(DBC) from which the costs of the treatment are deduced.
In verifying grouping results with this code, we found that
some patients were likely given the wrong DBC, possibly
resulting in inaccurate billing.

6. Discussion and Conclusions

We propose a system for interactive grouping and realized it
in a commercial visualization tool. Its users can manipulate
groups with intuitive actions on entities that are visualized in
user-defined visualizations. Since the user defined these vi-
sualizations to visually compare the entities, we derive dis-
tance measures from these visualizations for use by cluster-
ing and classification algorithms, whose technical details are
hidden from the user. To help users understand our group-
ing process, we use the metaphor of leaders and followers.
Active learning further improves the speed of grouping by
suggesting entities for manual grouping.

In the current implementation the system easily handles
200,000 records. The system has no restrictions on the num-
ber of attributes. However, users are not likely going to use
more than 4 attributes in their visualizations: suitability of
the visual distance function for these cases needs further re-
search. This distance may be defined for any visual repre-
sentation for which the perceptual properties used for visual
comparison, in our case mainly size, are quantifiable. Under
that condition, new visualizations can be integrated.

During a limited user test the system turned out to be easy-
to-use and efficient for creating the grouping the user de-
sired. This leads us to conclude that the central question of
this paper can be answered positively for the tested dataset: It
is possible to build an easy-to-use and efficient grouping sys-
tem that shields all technical aspects from the user. In prac-
tice, we find that the system also works with other datasets.
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