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Abstract

In this paper we present a prototype system for altering perceived attributes of faces in video sequences, such as
the apparent age, sex or emotional state. The system uses multilinear models to decompose the parameters coding
for each frame into separate pose and identity parameters. The multilinear model is learnt automatically from the
training video data. Statistical models of group identity are then used to alter the identity parameters from one
group to another (e.g. from male to female). An autoregressive model is learnt from the pose parameters, and this
is applied to alter the dynamics. We have tested our system on a small dataset (for altering apparent gender) with

encouraging preliminary results.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: Three-Dimensional

Graphics and Realism—Animation

1. Introduction

Altering the percieved attributes of faces in video sequences
(such as age, sex or emotional state) has applications in psy-
chology research and entertainment. In this paper we sug-
gest that the alterations should take into account 3 types of
change:

e Changes to the identity in a neutral or average pose

e Changes that also account for each particular expression,
but treat each frame independently

e Changes that also alter the dynamics, by taking into ac-
count differences between frames.

Previous work has generally focussed on alterations to the
appearance of each frame independently [TP02] [BBPVO03]
[VBPPOS5]. Multilinear models can be used to decompose the
appearance in each frame into paramters that encode differ-
ent attributes (such as pose and identity) [VT02] [MVV06]
[VBPPO5]. Multilinear models based on static frames or
posed expressions do not take into account differences in
the dynamics between different groups of subjects. Dynamic
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Figure 1: A diagram of the transformation process. An input
video is tracked, each frame is converted to PCA and then
tensor components. The components are split into those that
code for “pose” (includes out-of-plane rotations and expres-
sions) and those that code for identity. The identity compo-
nents undergo a linear transform based on group averages,
the pose components are altered via the auto-regression ap-
proach. The altered model components are then used to re-
construct the output video.
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alteration of facial video clips has recently been addressed
by [AKC*11] using a dynamic time warping (DTW) ap-
proach. The DTW approach is suitable for matching dif-
ferent sequences of (approximately) the same sequence of
expressions, e.g. saying a fixed sentence, but requires fur-
ther work to enable general purpose alterations to dynam-
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ics. Here we attempt to devise a system capable of altering
clips with an unknown sequence of expressions. Wampler et
al. [WSZP07] also used a multilinear model built from short
dynamic 3D clips (animes), where the focus was on anima-
tion of a previously unseen static mesh driven by annotated
audio and emotional signals, rather than on alteration of ex-
isting clips as described here. In this paper we combine a
multilinear decomposition with an autoregressive model of
the facial dynamics in order to more accurately reflect the
dynamic changes between groups.

To build the multilinear model a set of matching facial
description vectors are required along each dimension (in
this work just pose and identity). Finding a set of matching
facial poses performed by different subjects from video se-
quences manually is extremely challenging. Instead we em-
ploy a simple scheme for building inputs to the multilinear
models automatically. Once the multilinear model is built
it can be used to decompose an input frame into parame-
ters that code for different aspects such as pose and identity.
To transform we treat the identity and pose parameters dif-
ferently. A simple linear model is used to alter the identity
parameters from one group to another. For the pose parame-
ters two auto-regressive models are used to predict the next
frames for the input and output sequences. The difference
between the prediction and the actual value for the input se-
quence is used to adjust the predicted values for the output
sequence. An overview of the process is shown in Figure 1.

The main contributions of this paper are therefore (1) to
extend identity (e.g. age, gender etc) facial transforms to
video taking account of dynamics, (2) automatic matching
of video frames for multilinear model construction and (3)
alteration of dynamics using an auto-regressive approach.

2. Method
2.1. Tracking

In the work described here the face is tracked using active
appearance models (AAMs) [CETO01]. AAMs uses Principal
Component Analysis (PCA) of shape (as defined by land-
marks on the training images) to automatically learn the
main axes of variation in the training set. PCA is also ap-
plied to the image data by first warping all images into the
average shape. The shape and colour principal components
can be used to synthesise facial images by first construct-
ing the shape and colour parts separately, and then warping
the image part from the mean shape to the target shape. An
additional PCA can be performed on the concatenated (and
appropriately weighted) components, to exploit correlations
between shape and appearance to create a more compact and
class specific model.

Several algorithms have been developed to fit an AAM
to an image e.g. [CET01] [MB03] [GMBO05] [DRG*06].
AAMs typically only track sufficiently well when the train-
ing data closely matches the target data, for example when it

Figure 2: Examples of the automatically generated match-
ing poses for different subjects. Each row represents the
model components for one subject, each column represents a
different component. The components used to generate these
images (with additional subjects and more components) are
used to build the tensor model.

is built from a sample of frames from the target video clip.
In this work we use an NCC based AAM tracker [TCO07], in
a user interface that allows easy correction, rebuilding of the
AAM and retracking to achieve good tracking results.

2.2. Building Multilinear Models

After tracking the sequences we perform a multilinear anal-
ysis in PCA space, using a global PCA model to decompose
each subject’s image and template into a parameter vector.
Multilinear models require a collection of data vectors ar-
ranged in an multi-dimensional grid (a tensor) with mean-
ingful axes such as identity, pose, expression, lighting etc.
These can be decomposed using multilinear PCA (MPCA)
to give a more compact model. The decomposition requires
unfolding of the tensor along one axis to give a 2D tensor
(a matrix), to which PCA can be applied. The data is then
folded back into the tensor and the process repeated along
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Figure 3: Example results of transforming video frames. Top row shows the reconstructed images from the original tensor
parameters, the bottom row shows the reconstructed images from the transformed tensor parameters, based on a female to male

transformation.

another axis. The process is repeated along all axes except
the data axis. As with PCA the mean image should be sub-
tracted before applying the MPCA. In this work we subtract
the “fibre” mean as described in [THYO07].

Before the MPCA can be applied a matching data vec-
tor from each subject in each condition is required. Match-
ing frames from video by hand is not only difficult, it may
in some instances be impossible (due to a lack of appropri-
ate data), but a frame synthesised from a linear combination
of the available frames might suffice. In addition it is not
always clear what poses should be chosen for the model,
and might be subject to a degree of perceptual bias lead-
ing to poor matches between subjects. For example small
head rotations might alter the projected shape of the face
significantly, but have a small impact perceptually. In order
to automate the process we use a two step approach; first we
identify the main axes of variation across the set and then
we find the best match to each of these axes using data from
each subject separately. To identify the main axes of varia-
tion we find the difference vector from each subject’s own
mean across the training set, i.e. we find the vectors:

1 &
8ij:Xij_ﬁj;)Xij (€]
i=

and perform PCA analysis on the vectors 9;;. This gives
us the target set of pose vectors to model with the tensor.
Next we find the nearest projection of each global principal
component into each subject’s PCA space i.e. if A; is the
matrix with columns §;; from subject j we solve:

AW =px )
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where w ;. is the vector of weights to put on the residual
vectors J;; for subject j to best approximate the Kh global
principal component p;. This is solved in the least squares
sense using:

wir = (A'A)"'A'py 3)

This gives the best (in the linear least squares sense) ap-
proximation to the global combined appearance vector pos-
sible by linear combinations of the specific individual’s pose
vectors. The length of the vector for each subject is chosen
to be the standard deviation of projections of that subject’s
residual vectors onto the estimated direction i.e.

U 2
L =Y (Djic-8ij) “
i=0

where [ is the length of the K ouput synthetic vector for
subject j and pjx = A jw ;. gives the direction of the vector.
These vectors are used as input to the multilinear training
stage. Examples of the automatically matched examples are
given in Figure 2.

2.3. Altering the identity

In order to affect alteration to specific percieved attributes
we use a simple Gaussian model of the group identity pa-
rameters. By construction the identity parameters across the
training videos are approximately constant. We take the
identity parameters for each training subject and build a
Gaussian model representing each group. In this work we
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experiment only with male and female as the two groups, but
the methods could in principal be extended to any groupings,
such as by age or emotional state. In this work we simply
add the differences between the means to a subject’s iden-
tity parameters to transform the identity parameters from one
group to another. In the future we will experiment with more
complex models that attempt to map the differences in the
shape of the distributions (by rotation and scaling along the
axes).

2.4. Auto-regressive modelling for dynamics

The final ingredient in our proposed system is to learn and
vary properties relating to the dynamics. It is possible to
learn the dynamics for individual specific sequences (for ex-
ample by matching via dynamic time warping) but it is not
clear how this can be extended out of set to novel sequences.
A sufficiently large codebook of short sequences may allow
matching to most longer sequences, but instead in this work
we learn a generic model via a simple auto-regression of
the previous N-frames. A linear model of the expected next
frame is learnt from the previous N-frames for each group of
subjects. The model is learnt only on the “pose” parameters
as we do not expect the identity parameters to vary (much)
across a video sequence.

To apply this model to alter a specific video clip we pre-
dict the next frame’s parameters for both the input sequence
and for the output sequence (using the previous N synthe-
sised frames). The appropriate group AR model is used to
form the prediction in each case. The actual next frame for
the input sequence is known, and we assume that the next
output frame differs from the prediction by the same vec-
tor amount. This gives us a simple linear model to alter the
pose parameters, but does have some limitations. The main
problem is that the length of sub-sequences (i.e. between key
frames) will remain constant. Temporal resampling (based
on the average group velocities) can be integrated into the
predictive transform process to improve the model.

3. Preliminary Results

Video clips were captured of 6 individuals (3 male and 3 fe-
male) saying a “standard” short sentence, designed to illicit
the major visemes in English. Each subject was asked to say
the sentence in a number of emotional states, although the
quality of the acting was insufficiently consistent to be used
as the basis of transformations, hence we concentrate on al-
tering perceived gender. The subjects were asked to face the
camera, but some residual head rotations are included in the
data.

Preliminary experiments have been very basic, and de-
signed only to test that the system is operating correctly.
These have involved altering both within set and out-of-set
video clips. A typical result is shown in Figure 3.

4. Conclusions and Future Work

In this paper we have presented a prototype system for dy-
namic facial transformations based on tensor decomposi-
tion and an auto-regressive approach to altering dynamics.
Preliminary results produced by the system have been pre-
sented. Future work will include collecting a much larger
and higher quality training set and conducting a perceptual
experiment to validate the technique. Initial indications are
that the effects of the dynamic alterations are small but they
may nevertheless improve the perceived results.
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