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Abstract

This paper presents an automated approach to transferring facial expressions from a generic facial model onto
variousindividual facial modelswithout requiring any prior correspondences and manual interventions during the
transferring process. This approach automatically detects the corresponding feature landmarks between models,
and establishes the dense correspondences by means of an elastic energy-based deformable modelling approach.
The deformed model, obtained through the deformation process, maintains the same topology as the generic
model and the same shape as the individual one. After establishing the dense correspondences, we first transfer
the facial expressions onto the deformed model by a deformation transfer technique, and then obtain the final
expression models of individual models by interpolating the expression displacements on the deformed model.
The results show that our approach is able to produce convincing results on landmark detection, correspondence
establishment and expression transferring.

Categories and Subject Descriptors (according to ACM CCS): 1.3.5 [Computer Graphics]: Computational Geome-
try and Object Modeling — Geometry Algorithms; 1.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism — Animation

1. Introduction eral initial point-to-point correspondences (or landmarks)

. L - . . between the input models.
Modelling and animating realistic facial models is a substan- P

tial challenge in computer graphics, especially for facial ex-
pressions, because we are so familiar with human faces and
very sensitive to “unnatural” subtle changes in faces. There
has been intensive research in this area, and the reader is re-
ferred to the recent surveys [HT04, Pig06].

Generic Deformable Model Facial Expressions

Generally, to create realistic high-quality expressions for

facial models from first principles requires a tremendous v ] N
amount of artistry, skill and time. Thus, it has been popu- Facial : |
lar to take advantage of existing data to produce new models —*| Expression ——i |
Transferring | |

i

instead of creating them [NNO1,SP04]. This dramatically re- ]
duces the repeated work for artists.

Input Output

In order to transfer facial expressions between different
models, one key problem is to establish the correspondences
between the models. The correspondence problem is also a
fundamental problem in numerous fields such as shape reg-

Figure 1: Illustration of the outline of facial expression
transferring.

istration [GMGPO05], mesh morphing [Ale02], and computer
vision. There are a large number of approaches that have
been proposed to address this problem [HLS07, PMWO5].
Most of the approaches require the user to specify sev-
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This paper describes an automated approach for facial ex-
pression transferring, which automatically detects the land-
marks and establishes the dense correspondences by an
energy-driven method. Figure 1 shows the outline of our
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research work. We built a generic deformable model with
represented its facial expressions. Given an individual facial
model, the facial expression transferring will automatically
produce high-quality facial expressions for that model based
on the generic facial expressions.

In the following section, we provide an overview of se-
lected related work in this field. In Section 3, we present the
details of our facial expression transferring approach. The
results and the conclusion are presented in Section 4 and 5,
respectively.

2. Related Work

Recently, a number of approaches have been proposed
that reuse existing data to produce new models. Noh and
Neumann first proposed the concept of expression cloning
[NNO1], which retargets facial expression animation created
by any tools or methods to new models. This approach com-
puted the dense surface correspondences by volume morph-
ing with Radial Basis Function (RBF) followed by a cylin-
drical projection. Fifteen heuristic rules were used to iden-
tify dozens of initial correspondences which were needed for
the RBF morphing. However, since the RBF morphing uses
fixed markers, the final dense correspondences strongly de-
pend the accuracy of the initial correspondences. Deforma-
tion transfer [SP04,BSPGO06] applies the deformation exhib-
ited by a source triangle mesh onto a different target trian-
gle mesh. This approach uses the template-fitting algorithm
[ACPO3] to build the correspondence, which is controlled
by dozens of user-selected markers. Vlasic et al. proposed a
method, which used multilinear models for mapping video-
recorded performance of one individual to facial animations
of another [VBP05]. An example-based approach [PKC*03]
proposed by Pyun at al. clones facial expressions of a source
model to a target model while reflecting the characteristic
feature of the target model.

Due to its great challenge in many research fields, numer-
ous research efforts are devoted to establishing correspon-
dences between different meshes [HLS07, PMWO05]. The
template fitting method [ACP03, SP04] deforms a template
surface to a target surface subject to minimizing the com-
bining errors of the smoothness of the template surface and
the distance between the two surfaces. Our approach for
the correspondence establishment is similar to this proce-
dure, but we developed in the context of the deformable
model, which uses the linear variational deformation tech-
nique [BS08]. Steinke et al. proposed a method to establish
correspondences by learning a combination of features from
a given training set of aligned human heads [SSB07] while
Anguelov et al. proposed an unsupervised algorithm for reg-
istering 3D surface scans of an object undergoing significant
deformations [ASP*05].

Deformable object modelling has been studied in com-
puter graphics for more than three decades, across of a range

of applications and there are detailed surveys of this field
(see e.g. [GMIT7]). Recently, a self-organizing deformable
model was proposed to project a 3D object mesh model onto
a surface of another target object based on competitive learn-
ing and energy minimization [MMNOQ7].

In this paper, we propose an automated landmark detec-
tion algorithm for finding the corresponding landmarks be-
tween the generic model and that of individuals so that our
approach is fully automated and does not required the user to
provide selected landmarks for each individual model. Our
deformable model uses soft-assigning landmarks. \We estab-
lish the dense correspondences by deforming the generic
model onto that of individuals. This procedure is similar
to [ACPO03, SP04, MMNO7], however, our deformation pro-
cess is subject to minimizing the elastic bending and stretch-
ing energy of the surface, which is a physically based surface
deformation. Moreover, this variational minimization prob-
lem can be efficiently solved [BS08]. The whole transferring
procedure will be detailed in the next section.

3. Facial Expression Transferring

The goal of the facial expression transferring is to copy the
facial expressions from the generic facial model onto the in-
dividual facial models considering the differences in scale,
topology, and shape. Figure 2 shows the pipeline of the trans-
ferring process. Our approach consists of landmark detec-
tion, deforming the deformable model, and expression trans-
ferring. We first find the corresponding feature landmarks on
the individual model for each predefined landmark on the
generic model, deform the generic facial model toward the
individual facial model to get the deformed facial model, and
then transfer facial expressions from the generic facial model
onto the deformed facial model. Finally, we get the facial ex-
pressions on the individual facial model by interpolating the
expression displacements on the deformed facial model.

We choose triangle meshes as the representations for all
our facial models. In this paper, the notations on triangle
meshes described in [BPK*07] are used.

3.1. Automated Landmark Detection

For our generic facial model S, we have specified twenty
landmarks £ = {m;,1 <i < 20} according to the MPEG-
4 specification on feature points of human faces [LP99]
(See Figure 4(A)). These landmarks represent certain fea-
ture points on the face, such as the mouth corners, the nose
tip, etc. In this paper, the landmarks are represented by the
triangles they locate at and their barycentric coordinates.

Assuming that the input models are roughly globally
aligned, the goal of the landmark detection is that, for each
landmark on the generic model S, find the corresponding
landmark located at the similar feature point on the target
model7Z . Our landmark detection algorithm (Algorithm 1)
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Figure 2: The pipeline of our approach to transferring facial expressions.

is developed from the iterative closest points (ICP) algo-
rithm [RLO1], which has been widely used for rigid shape
registration.

Input :S,7,L;
Output: The corresponding landmark set
L' ={m,1<i<|L|}onT.

foreachm; € Lon S do
Initialize the registration error g, rotation R;,
translation t;, initial registration states
S={sj = (Rjo,tjo),1 < j <[}
Find the neighbourhood points
Pi ={pi,1 <i<|P|} around m; with the
geodesic distance r; = g(pj, m;) < rq
foreach sj € Sdo
Apply sj to P — P/
Register P/ to 7 using ICP — registration
error gj, rotation Rj and translation t;
if £j < g then

| &i=¢j,Ri=Rj,ti=tj
end

end
Apply Ri,tj to mj — m]{

Find the closest point m{ to m{ on 7.
end

Algorithm 1: Automated Landmark Detection

To find the neighbourhood surface points, we used the al-
gorithm proposed by Surazhsky et al. [SSK*05] for com-
puting the geodesic distance between two surface points. In
our present implementation, we set the neighbourhood size
to rg = 6% X Weye, Where Weye is the average width of the
eyes of S, and nine initial registration states are used, which
are the translations with +rgy/2 in horizontal and vertical di-
rections on the plane orthogonal to the view direction. Dur-
ing finding the closest points, we use a compatible condition
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test, which is the angle between the normal directions at the
two points should be less than 60°, to get better matches in
regions such as the lips.

3.2. Deformable M odel

In order to establish the dense correspondences between the
generic facial model and an individual facial model, we de-
veloped a deformable model, which deforms the generic fa-
cial model towards the individual facial model and the de-
formed facial model have the same topology as the generic
facial model but in the same shape as the individual facial
model.

The deformation process is controlled by two energy
terms: the potential and the strain energies. The potential en-
ergy is the source of driving force to pull the generic facial
model toward the target, while the strain energy is used to
not allow dramatic changes in mesh.

Letus denote by S,7 C RR3 the source and the target two-
manifold surfaces. The source surface is parameterized by a
functionp : Q C R? — S C R®.

This surface S is to be deformed to S by adding to each
point p(u,v) a displacement vector d(u,v), such that S =
p(Q) with p = p+d (See Figure 3).

The total energy Egoa) We try to minimize consists of two
terms:

Etotal = Es+ Ep, 1)

where Es is the strain energy of the surface (shell) and Ep is
the potential energy cause by landmarks and closest points.
Ep is the source of driving force and Es is smooth term.

It is known from differential geometry that the first and
second fundamental forms, 1(u,v),11(u,v) € R?*?, can be
used to measure geometrically intrinsic (i.e., parameteriza-
tion independent) properties of surface S, such as lengths,
areas, and curvatures. The change of fundamental forms
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Figure 3: lllustration of the surface deformation from S to
7.

therefore yields a measure
Es— [/ Gl — 112+l —11[B)dutv. @

where || - || is the Frobenius matrix norm, ks and k, are pa-
rameters to control the resistance of stretching and bending
deformation.

The potential energy

Ep=Em+Ec

— [[ kel —m|Pautv+ [ kellp—p'IPdudv, )
Q Q

where Em and Ec are the potential energies caused by land-
marks and closest points, km and ke are the weights, || - || is
the vector L2 norm.

Since the expression of the strain energy is non-linear,
it is difficult to solve the problem directly. To simplify the
problem, we have to linearize it [BPK*07] and then employ
the variational approach to solve the minimization problem.
Finally, we get the linearized problem of our deformable
model (for continuous case).

(—ksAd + ksA?d) + 2km(m + d — m’)
+2ke(p+d—p)=0 (4)

The discretized form of the above equation can be assem-
bled into a linear system.

(—ksL +kpL? +M +C)d = bm+ b, (5)

where L, M, C are sparse matrices. The matrix L is the same
as that in [BPK*07] which is derived from the discretized
Laplace-Beltrami operator. The sparse matrix M only has
non-zeros at the vertices, which belong to the triangles that
the landmarks locate at and the values are 2km multiplied by
the corresponding component of the barycentric coordinates.
The sparse matrix C is a diagonal matrix with 2kc at each
diagonal element. bm and bc are the vectors related to the
corresponding landmarks and closest points on the source

mesh and the target mesh. This sparse linear system can be
solved efficiently by the TAUCS sparse matrix solver.

Given the generic facial model S with the predefined land-
marks £ and an individual facial model 7, in order to deform
S towards 7, we first use the Algorithm 1 to find the corre-
sponding landmarks £’ for 7" and then we employ an anneal-
ing style of the deformation schedule to vary the weights, ks,
Ky, km, and ke, so that the generic facial model is gradually
and smoothly deformed towards the target. At present we
use 10 iterations to deform the generic facial model towards
the individual facial model. At each iteration, we use the de-
formed model from the last iteration as input, and solve the
linear equations.

At the initial stage, we set ks = 1.0, kp = 1.0 x 10’9,
km = 100, ke = 0. Since the two models might not be well
aligned at the initial stage, the closest point term is meaning-
less. We use the corresponding landmarks to align the two
facial models first, and the initial values of ks and ki, ensure
the deformation is rigid.

After initial stage, we iteratively vary the weights: ks from
1.0 t0 1.0 x 1072, ky, from 1.0 x 10~ ° t0 1.0 x 102, km
from 100 to 1000, ke from 0.0 to 3000. We currently use
a linear function for decreasing and increasing the weights,
but many other different functions may be used.

After finishing these iterations, we obtained a deformed
model from the generic model. The deformed model has
the same topology structure as the generic model but in the
shape of the individual facial model. Thus, the dense corre-
spondences between the two facial models is trivial. We use
the deformed facial model as the base mesh. For each ver-
tex on the individual facial model, we find its corresponding
closest surface point on the deformed model, and use the
triangle and the barycentric coordinates for its parameteriza-
tion on the generic facial model.

3.3. Expression Transferring

In this section, we are try to transfer facial expression from
our generic facial model onto the deformed model (which is
deformed from the generic through the method described in
Section 3.2) and individual facial models. The central idea
is to encode the facial expression as the difference between
the neutral facial model and the expression facial model, and
then to appropriately apply this difference to another indi-
vidual neutral facial model. However, directly applying the
facial expression encoded as vertex displacements to the in-
dividual face may result in an unrealistic face with artefacts
because of different shape proportions. To resolve this prob-
lem, we employ the deformation transfer method [SP04] to
encode the facial expression as a collection of affine trans-
formations tabulated for each corresponding triangle.

For the generic neutral facial model S with N vertices
{v1,V2,...,vn} and M triangles {t1,ts,...,tm }, and the ex-
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(A) (B) (©) (D)

Figure 4: (A): The generic facial model with 20 specified feature landmarks; (B), (C), (D): The comparison between the
landmarks (green points) computed by the landmark detection algorithm and those landmarks (red points) manually selected

by hand.

pression facial model S’, the facial expression of S’ is rep-
resented as a collection of affine transformations for each
corresponding triangle between S and S’

Eg = {T{|V| =Tlvj+di, vjeti, V| et,
j=123,i=12...M}, (6)

where v; and v are the three vertices of the i-th triangle in S
and S’ respectively, T? is the affine transformation between
the two corresponding i-th triangles, and d; is the displace-
ment vector containing only the translational portion. The
non-translation portion Tig € R®*2 encodes the changes in
orientation, scale, and skew induced by the deformation on
the triangle.

Since the three vertices {vj1,Vi2,Vvij3} of a triangle t; be-
fore and after deformation do not fully determine the affine
transformation T?, a fourth vertex vi4 is introduced for each
triangle as,

(Viz — Vi1) % (Vig — Vi1)
VI(Vig = vi1) x (Vi — Viz|’

Then T is given by

Vig = Vj1 + i=12,...M. (7)

TP =Vivit ®)
with
Vi = [Vi2 — Vi1 Vi3 — Vi1 Vis — Vi1]

! / / / / ! !
Vi = [Vig = Vi1 Vi3 — Vi1 Vig — Vi1]

For a given individual facial model 7, the goal is to build
a new facial model 7’ with the same expression as S’. The
expression E¢ on 7' can be represented in the similar way
as described above, while at this time v’j represents the un-
known vertices to be solved. So the problem becomes to
match Ef to Eg as well as possible while maintaining con-
sistency for shared vertices of each triangle, that is,

M

. 2 . f

min ||Eg — E¢|| :mmZHT?—Ti‘ 9)
i-1

2
.
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The matrix norm || - || is the Frobenius norm, or the square
root of the sum of the squared matrix elements. A solution of
this optimization problem defines the desired expression on
the individual face. This optimization problem can be solved
by reformulating the problem in a system of linear equations,
which contains a large sparse matrix. For efficiency, we use
a sparse matrix solver with Cholesky factorization [Tol].

After transferring the facial expressions from the generic
facial model to the deformed facial model, we obtain a se-
ries of facial expressions on the deformed facial model. Each
of these transferred expression facial models has the same
topology from the generic facial model, but the shape is a
blend of the shape of the original expression model and the
shape of the individual model. With the dense correspon-
dences built by the method in the previous section, we can
also easily obtain the facial expressions on the individual fa-
cial model by interpolating expression displacements on the
deformed facial models.

4. Results

According to the MPEG-4 specification on feature points of
human faces [LP99], we specified twenty prominent feature
landmarks on our generic facial model. Figure 4 shows the
results of automatically detecting the corresponding land-
marks on three individual facial models (green points). To
compare the results, we also show the user selected land-
marks (red points) for each individual facial models. The
distances between the computed and the user selected land-
marks for Figure 4 (A) and (D) are shown in Figure 5 (A)
and (B), respectively.

The results show that our landmark detection algorithm
can precisely detect most corresponding landmarks on the
individual facial models. Most distances between the com-
puted landmarks and the user-selected landmarks are below
8% x weye (Figure 5). However, if the shapes between the
generic facial model and the individual facial model differ
too much, for example, the lip in Figure 4(D), the distance
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Figure 5: The comparison between the results obtained by
the automated landmark detection algorithm with and with-
out an additional deformation step. The distance error, mea-
sured in the unit of the average eye width weye of the generic
model, isthe relative distance between each computed land-
mark and its corresponding landmark selected by hand. Fig-
ures (B), (C) show that the additional deformation step can
improve the detected results.

error would rise. Thus, we did the tests of combining the
landmark detection with the deformable model to improve
the detection results. The procedure is that, after detecting
the landmarks, we deform the generic facial model using the
algorithm described in Section 3.2, and then use the detec-
tion algorithm again to find the landmarks for each one on

the deformed model which has the similar shape as the indi-
vidual facial model. Figure 5 shows the comparison between
the results obtained by the automated landmark detection
algorithm both with and without an additional deformation
step. From the results, we can see that the additional defor-
mation step can significantly improve those landmarks that
are not well matched.

For each individual facial model, we established the dense
correspondences by deforming the generic facial model to-
wards the individual facial model and use the deformed
model as the base mesh to parameterize the individual facial
model. Figure 6 shows the results of the dense correspon-
dences established by our method.

(B) © (D)

Figure 6: (A) The chessboard texture rendering results of
the generic model (A), the expression model (B), the target
model (C) and the target expression model (D), to show the
correspondences established by our method.

As shown in Figure 7, we transferred six facial expres-
sions onto four individual facial models. The number of ver-
tices and triangles for each facial model are listed in Table 1
in the same order.

Table 1: The topology information of the facial models

Model Name | Number of Vertices | Number of Triangles
Generic 3861 7678
Boy 2674 5304
Girl 1773 3516
Judy 3861 7678
Penny 3861 7678

The time cost for transferring one facial expression onto
an individual facial model depends on the number of vertices
of the two models. In our example, the whole process takes
about 2-3 minutes for one individual model, timing results
on 2.2GHz Intel Core 2 Duo computer.

5. Conclusions

The work reported and discussed in this paper shows that the
improved automated landmark detection algorithm can cor-
rectly find most corresponding landmarks on the individual
facial models with distance errors below 8%weye. Combined
with the deformable model, we can significantly improve

(© The Eurographics Association 2008.
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those landmarks that are not well matched and are able to
establish fairly good correspondences between facial mod-
els and that facial expressions can be automatically trans-
ferred to different facial models. The results are currently
being evaluated in detail with the aim of further improving
the automated transfer of facial expressions through hybrid
models.
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Figure 7: The results obtained by our facial expression transferring method. In the first row are the generic model and those
different facial expressions. The following rows are the individual models and their corresponding facial expressionstransferred
from the generic model.
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