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Abstract

This paper presents an efficient method to generate a large amount of continuous motion data from motion
captured data. Given user defined way point lists for each agent, the algorithm can automatically generate
collision free walking paths for them. The walking path data is then analyzed and transformed into a sequence of
agent states such as walking or standing state. Based on the randomized depth first algorithm, the agent states
are matched with a sequence of corresponding motion clips. The final motion is obtained by blending the motion
clips to fit with the speed of the agents' walking paths. From our experiments, our algorithm generates natural

looking motions.

Categories and Subject Descriptors: 1.6 Simulation and Modeling

1. Introduction

This paper presents an efficient method to generate a
large amount of continuous motion data from existing
motion captured data library. The method is developed for
a large crowd simulation project which simulates motions
of a crowd of agents in a virtual environment. The method
can generate natural looking motion by retaining the details
of original captured motion.

Our method starts by capturing sufficient quantity of
motion data. The motion data is then divided into small
pieces called motion clips and these motion clips are used
to construct the motion graph for motion planning of the
agents. Based on the crowd behavior algorithm, the agents
avoid collision while they follow the user defined way
point list to generate walking paths. The agents' walking
paths are then analyzed to create a list of agent states. By
applying a randomized depth first search algorithm, we find
out a sequence of motion clips that matches with the agent
state. Finally, the motion clip sequence is blended together
to best fit with the speed of the path of the agents. Since the
motion clip has a speed difference from the path, foot
skating problem occurs. We choose a blending algorithm
that can handle the foot skating problem.

2. Related Works

Motion synthesis in crowd simulation has been studied
by many previous researchers for many years. Several
algorithms of procedural motion synthesis [BMTT90,
BUTO04, BC89] were designed to generate controllable
walking motions. These algorithms can generate motions
matching exactly with arbitrary walking paths. However,

(© The Eurographics Association 2008.

these algorithms cannot utilize the motion captured data
and generate realistic motions. Also, these algorithms can
generate walking motions but lack the flexibility to adapt to
different categories of motions.

Another approach is graph based motion synthesis.
Graph based algorithms generates motions by connecting
motion clips from the motion graph. Different algorithms
have been proposed [AFO03, HGPO04]. One similar
algorithm to our algorithm is [SKGOS5]. This algorithm uses
a fast path planner based on probabilistic roadmaps to
navigate through the environment, and the algorithm
produces motion clips that are approximately satisfy the
pose, position, orientation and time constraints. Then, by
adjusting the motion clips, it synthesizes motions that
exactly satisfy the constraints while avoiding collision with
the environment.

3. Motion data pre-processing

Our implementation utilizes motion data from the
motion capture system. In our current implementation, we
only focus on two main categories of motion data: standing
motions and walking motions. Transition categories, such
as standing-to-walking and walking-to-standing motions,
are also captured as the connection edges in the motion
graph which will be presented in section 3.3. Sufficient
transition motions must be captured to ensure the
completeness of the motion graph. In general, our method
would be extended for handling more motion categories,
such as sitting or jumping motions. In section 6, we will
discuss the extension in more details.
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3.1 Motion clips preparation

The captured motion data is first divided into small
units called “motion clips”. The aim of preparation of
motion clips is to build a motion graph for searching
suitable motions to the agents. These motion clips form the
basic building blocks of the motion graph. Each motion
clip has four attributes: the starting frame, ending frame,
starting category and ending category. For walking motion
clips, both starting and ending categories are “Walk”. For
standing motion clips, both are defined “Stand”. For
standing-to-walking transition motion clips, the starting
category is “Stand” and the ending category is “Walk”. The
walking-to-standing transition motions are also similarly
defined.

The starting frame and ending frame is the frame
number of the original captured motion data. A problem
needed to be solved would be how to choose the starting
and ending frame of each motion clip. We use the error
function
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to calculate the similarity between two postures. High error
value means the postures are not similar and they should
not be connected. To solve the problem, we define resting
postures which are postures common in motion clips. The
starting and ending frame are chosen at resting postures. If
the end of a clip and the start of another clip share the same
resting posture, the error value will be small. The
connectivity between the two motion clips can thus be
guaranteed. Examples of resting postures are putting two
arms down or putting two arms in the front.
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Figure 1: Preparation of motion clips and setting of

constraint

3.2 Setting foot constraints

One problem of motion synthesis is to match the
motion with the speed realistically. If the speed of the agent
does not match with the speed of the motion data, the feet
of the agent will look they are skating on the ground. In our

implementation, we set constraints on motion clips at the
frames which the feet must stick to the ground [IAFO06].
During the motion blending stage in section 4.4, the foot
position will be fixed to the ground even if the speed of
motion clip does not match with the path speed. The foot
skating problem will be discussed in more detail in section
4.4.

3.3 Building motion graph

The last pre-processing stage is to generate a motion
graph [KGP02] wusing the motion clips. In our
implementation, we have put additional conditions upon
motion clip connectivity. To connect two motion clips in
the motion graph, these motion clips must satisfy two
conditions. The first condition is the posture similarity
condition. We use the error function (1) as a measure of
similarity. The error value between the ending posture of
one motion clip and the starting posture of the other motion
clip must be less than or equal to a predefined threshold
value. The second condition is the category condition. The
ending category of one motion clip must be the same as the
starting category of the other motion clip.

The motion graph building process continues until all
combination of starting and ending frame of motion clips
are compared. Upon completion of the process, a directed
graph would be created. If a starting or ending frame is
chosen such that the motion clip cannot connect to other
clips, the motion graph would generate dead end node,
which means no connection to other nodes. To ensure all
motion clips being matched to an agent can be followed by
another motion, Tarjan's algorithm [Tar72] is applied to
remove all dead end nodes. The resulting motion graph is a
strongly connected graph connecting all categories of
motions.

One problem of building motion graph is that the
motion graph building process may generate fragmented
motion graphs. Another problem is the dead end removal
process may eliminate useful motion clips from the motion
graph. In order to avoid these problems, sufficient motion

clips are prepared for ensuring the connectivity of the
motion graph.

4. Implementation

The automatic motion synthesis method can be divided
into 4 stages:

1. Generation of walking path

2. Analysis of walking path

3. Search of motions from the motion graph
4. Blending and resolve foot skating problem

The following sub sections describe these stages in
more details.
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4.1 Generation of walking path

In our simulation system, the user can define a way
point list to direct the agents to follow. The user can also
define the time at which the agents must reach a specific
way point. During the simulation, the agents try to move
along the way point list. Based on the crowd behavior
algorithms proposed in [Rey99], the agents can avoid static
obstacles (such as walls) or dynamic obstacles (such as
neighboring agents) while they move. The simulation
system will record the locomotion data of the agents for
every frame of the simulation. The recorded data forms the
final walking path.

Agent posien
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Figure 2: Position of Agent

In order to synthesize realistic motion, the physical
attributes of the agents must be carefully configured. The
maximum speed and maximum turning angle are limited.
Otherwise, the agent may move or turn too fast that the
motion data cannot match with.

4.2 Analysis of walking path

The locomotion data of the actual walking path
includes the position and orientation of the agents at each
frame. Let the position at frame time ¢ be p, and the frame
rate per second be fps, the speed v, is then calculated from
the position data using equation (2).

(px_p:—l)*fps fOV t>0
v, = 2
0 for t=0

Figure 3: Speed of agent
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Let agent state at frame time be a,. The speed data is
then transformed into agent state data by the following
criteria:

ifv,>0, a,= WALK
ifv,=0, a,= STAND

In crowd environment, agents may collide with each
other. As a result, the agents may stand for short intervals
in walking paths. Walking motions should still be applied
in these short intervals. To distinguish these short stop
intervals from normal stop, if the stop interval is shorter
than a user defined threshold, the stand state would be
converted to walking state. A reasonable length of
threshold could be the minimum time required by two
transition motions, from walk to stand and from stand to
walk. After conversion, several broken walking states could
be combined into one longer walking state. Short intervals
of walking states are converted using the similar method.
Finally, an agent state sequence can be generated.

Stop agent state

1011 21 31 41 ST 61 71 81 91 101 111 121 131 141 151 161 171 181 191 201 211 221 231 241

time

Figure 4: Agent state

4.3 Search of motion from the motion graph

When the sequence of the agent state segments is
prepared, the next task is to search motion clips for the
segments. The motion searching process is an iteration
process starting from the first segment to the last segment.
For each segment, a randomized depth first searching
algorithm is applied to search motion clips from the motion
graph. Randomization is necessary because we do not want
to produce agents having synchronized motion sequence. A
group of synchronized agents behave like robot army more
than human beings. The randomized depth first searching
algorithm is illustrated in figure 5.

The objective of this searching algorithm is to return a
motion clip sequence containing n motion clips. Among
these motion clips, the first n - I are homogeneous motion
clips and the last one is a transition motion clip.
Homogeneous motion clips means all of the motion clips
have the same category with the current agent state
segment. The homogeneous motion clips must not be
longer than the segment to avoid extension of incorrect
motion into next segment. However, the transition motion
clip must overlap with the boundary between the current
segment and next segment. It can assure the smoothness of
transition between two agent states.
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Figure 5: Searching algorithm

The following subsections discuss the steps of the
searching algorithm. For purpose of explanation, we define
the length of agent state segment i to be #; and the length of
motion clipj to be 7.

4.3.1 Initialization

In the initialization step, we create a searching tree to
store the potential motion clips. Initially, the tree is empty
and the current node points to the root of the tree.

4.3.2 Search for a homogeneous motion clips

In the next step, we search for a sequence of
homogeneous motion clips. First, we query from motion
graph a list of motion clips which connects to the last
queried motion clip. If the last queried motion clip does not
exist, the search space is the whole motion graph. These
motion clips must satisfy the following constraints.

* Starting category = agent state of current segment
« ending category = agent state of current segment
The query result is then added to the searching tree as
child nodes. We randomly select a child node from the tree
one at a time. If the child node satisfies condition (3), set

the child node as the current node and recursively query
next motion clip.

M
2 <t 3)
J

, where M = total number of motion clips

Otherwise, remove the child node and go to next step to
search for transition motion clip.

The aim of this step is to generate a longest
homogeneous motion clip sequence that is still shorter than
the agent state segment. As stated in the condition (3), if
the total length of the motion clips is shorter than the
current segment, this step continues to append motion clips.
Once a motion clip is added to make the homogeneous
motion clip sequence longer than the segment, the sequence
excluding this clip is the longest sequence we aim to
generate.

4.3.3 Search for transition motion clip

After the generation of the homogeneous motion clip
sequence, we search for the transition motion clip. The
transition motion clip will be placed at last in the motion
clip sequence. In order to overlap with the boundary
between the current segment and the next segment, the
transition motion must start in the current segment and end
in the next segment. First, we query a list of motion clips
from the subset of motion graph which connects to last
homogeneous motion clip. These motion clips must satisty
the following constraints.

* starting category = agent state of current segment
* ending category = agent state of next segment

We then randomly select a motion clip from the list one
at a time. If the condition (4) is satisfied, stop searching and
return the final motion clip sequence.

M
Dol H yiion > 1, (4)
/,

, Where M = total number of motion clips

If none of the transition motion clip satisfies the condition
(4), continue the search for homogeneous motion clip
sequence from the searching tree.

4.4 Blending and resolve foot skating problem

Although the motion clip matches the agent state of
each segment, the speed of the matched motion clips may
not exactly be equal to the speed of the agent. The feet of
the agents may seem to slide on the ground. This problem
can be solved by adjusting the foot position in the motion
blending stage.

We use the blending algorithm mentioned in [LICLO8].
This algorithm is a single pass, seven steps algorithm. The
input to the algorithm is the walking path and the motion
list prepared in previous sections, and the output is the
blended motion without foot skating problems and having
the speed of the generated motion matched with the path.
We choose this algorithm because it has several advantages,
they are:
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e The blending algorithm can be seamlessly integrated
with our implementation;

e The blending algorithm is an on-line algorithm, this
can reduce the time needed for the whole crowd
simulation;

e The blending algorithm works with a motion graph
with relatively small set of motion clips.

The blending algorithm works as follows. First, the
algorithm calculates a skelefon center and matches this
center with the speed of the path. The author claims that
using this center is better than using the skeleton root or the
skeleton center of mass as the skeleton center can keep the
fine movement of the skeleton hip. From the skeleton
center, the real skeleton root is calculated. Then the
rotational data of the upper body is blended by a cubic
interpolation equation, while the rotational data of the
lower body is blended with a walking motion clip scaling
step. The next step is to perform a center pull in order to
ensure the generated motion is on the path. The final step is
to snap the foot on the group. The author uses a simple
measure to determine when the foot should be snapped:
when the ankle touches the ground, then the ankle should
be snapped to the group until the ankle is pulled upward.
We find that a more sophisticated measure mentioned in
[KSGO02], which considers the heel and/or ball in the
calculation, can be used to replace the final step. We,
however, use the approach in [LICLO8] because a simple
measure is enough in our implementation.

5. Result

We have applied the algorithm in our crowd simulation
system. We have captured over 130 motion data using
motion capture system. From these data, we have generated
a motion graph containing more than 300 motion clips. The
length of motion clips ranges from about 10 frames to more
than 500 frames.

Number | Average Weighted Average
of speed average speed | number of
Agents deviation segments
1 10 2.98m/s 0.31m/s 1.00
2 10 0.00m/s 0.00m/s 1.00
3 10 2.15m/s 0.24m/s 4.00
4 100 2.76m/s 0.55m/s 1.23
5 100 1.77m/s 0.74m/s 4.56
6 500 1.14m/s 1.37m/s 4.81
Table 1: Experimental result (part 1)
Extended homogeneous Overlapped transition
motion percentage motion percentage
1 0% 100%
2 0% 100%
3 0% 100%
4 0% 100%
5 0% 100%
6 0% 100%

Table 2: Experimental result (part 2)
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Table 1 and Table 2 show the result of several experiments.
The duration is 60 seconds in all experiments. The average
speed column is the average speed of movement of all
agents. The Weighted average speed deviation column is
the weighted average deviation between the actual speed of
movement and the speed of searched motion clip of all
agents. It is calculated from the equation (5)

] 5)

where w; = length of the i" motion clip, vm; =
actual speed of movement, vc; = speed of the
i" motion clip and n = number of agents

vm; — V¢,

Sl

The average number of segments column is the average
of number of agent state segments of all agents. The
extended homogeneous motion percentage column is the
percentage of homogeneous motion clips extended to other
agent state segments. The overlapped transition motion
percentage column is the percentage of transition motion
overlapped with the boundary between two segments.

In experiment 1 and 4, the agents are directed to move
for the whole simulation. In experiment 1, since the
environment is not congested, the agents can move with a
higher speed without collision with each others. As shown
in table 1, the agents have only one agent state segment,
that is, the walking state, during the simulation. In
experiment 4, the environment is much more congested
compared with experiment 1. The agents may collide with
each others, causing them to stop and wait for several
frames. As a result, some agents may generate standing
state segments in their walking path. As shown in table 1,
the average number of agent state segment is 1.23. The
speed deviations in both experiments are relatively low
because the agents move with normal speed and walking
motion clips of normal speed are matched with them.

In experiment 2, the agents are directed to stand for the
whole simulation. The only agent state segment is the
standing state and the standing motion clips are matched.
The speed deviation = 0 because the speed of both the
agents and the matched motion clips are 0.

In experiment 3, 5 and 6, the agents are directed to
move in a walk-stand-walk-stand fashion. As the
environment becomes more congested, the agents need to
stop and wait for neighbors to pass. This can be reflected in
the columns of average speed of agents and average
number of segments. The average speed decreases and the
average number of segments increases as the number of
agents increases. The speed deviation is relatively high, but
is still acceptable for generating animation.

As shown in table 2, our algorithm can successfully
generate transition motions which overlap with the
boundary between two segments for all experiment. The
runtime result demonstrates that the transition motions are
animated smoothly. Also, our algorithm can successfully
generate homogeneous motion clips which do not extend to
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other segments. The runtime result demonstrates that the
motion clips are correctly matched with the agent states.
Our algorithm reduces the foot skating effect by adjusting
the foot position in the blending stage. The resulting
animations of all experiments look realistic and natural.

6. Discussion

As stated in the beginning of the paper, our current
implementation only focuses on the walking motions and
the standing motions. As an extension, we can improve this
method to handle other types of motion categories, such as
jumping and sitting motions. In the stage of generation of
walking path, we can allow the user to define periods of
jumping or sitting motions. In the stage of analysis of
walking path, prioritized agent state mechanism can be
applied during the analysis to generate specific agent state
segments such as jumping or sitting segments. The
remaining steps of our algorithm are not required to change,
since they are ready for such extension.

Another possible extension of the method is to add
other behavior constraints in the motion library. For
example, we can add emotion as an additional constraint in
the motion library. When we query for a motion from the
motion graph, in addition to the starting category and the
ending category constraints, we can add an emotion
constraint. For example, we can query for a “walking
happily” motion or a “standing angrily” motion from the
motion graph.
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